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ABSTRACT

This report presents the rg;ults of an atienpt to propose a basis
for an error theory of conjoint measurenent uethedology. Conjoini
neasurement rethodology offers a new anc poteatially useful zpprezch
fcr obtaining psychological scale values fer  compenents  of
rultidimensional attributes. This report describes the matneraticcl
foundations of this methodology as well as a meaas of evaluating the
fit of an additive conjoint measurement mcdel to a three factor
design. For each of the eriticzl axions of conjoint reasurenent,
proportions of errors that would be expected by chaice for dilferent
conditions of sinple independence are exanined. 1in addition, a
conputer-based zlgorithm that can be used to perform speciffic kinds
of conjoint analysis has been zeuerslized and docurented as a
technique for assessing the fit of an additive model to 2 =&t cf
data. ‘The program 1is called SUAT anc its currect ctate of
developrent is described in this report. Finally, the appencices

provide a step-by-step explaiation of data deck arrangenents fer

SUAT as well as some actuzl printcuts fron the progran.
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L. INTRODUCTION

Subjective scaling techniques are an ints;rai part of rnuch

. . ’ 6;“ social science research. In many situations it is assuned that
}'f?‘~. . .xthe variable of dinterest is a complex pheaouenon thet  is
v nultideninsional in ‘nature. That 1is, it is recognized that the
ordering of scores produced by an individuzl on this veariabie may be

based on the joint effects of two or nore incependent variables.

" Often the résearcher na& be interested in one or both of tac
follouingz basic questions. First, can the copposition rule by whiek

" the iﬁdepeﬂdént'variables‘combine to produce the joint effect on the
_ ﬁ¢beﬁ6ént’ variable be established ecmpiriczlly? Second, is it
possible to obtain initial measuresents feor the independent
‘variﬁblés themselves, or only for their resultant joiat effects?
,fhat is, c¢an the independent and dependent variables be sczled

sinmul taneously according to sowe specifiied compcsition rule in a way

that preserves the order of the joint effects in the data? This
question, as ’Tversky (1667} peintz out, ic tae ggaloint
hegsuredent peoblen, and the cemposition ruls ic ch: genjol

Leasurenent nodald.
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. There zare, of course, nany compesiticn rules that migh. be
y hypothesized in psychological theories. The simplest such rule is -
o - 4
’ an adéitive one wnich suggests that the indeperndaut vearicdles
E . . .
; conbine in aa independent additive fashion o produce tne joint
d effect, For exauple, let a, be &z level of Factor Ay, &,
§
be a level of Factor &2, and 2, be a level of TFaclor A,.
3 e wight hypothesize that the joint cifecte of these taree factors
e
% . .
£ could be dsscrived as
N
i f(a a = (g v £a - (a,) {
: \ 1132’03) f1s=1) + f‘(aa) f3\43/ (1)
3
g
vhere f, f1, f,, and f, are separate and identifiable
B - -
: nurierical functions. Aduitive uodels lilie the three-lacicr wodel
illustrated in Equation 1 have been aind continue tc be an iuportant
part of many psycnological theories. Until recently, however, sven
for this sinple nodel, there nas not been a satisfactory wesns or
which one could simultancously estimate all fcur of the 707 S

functions =zbove. Conjoint reasurenent theory providec z means to o

T |

this and herein lies its pewer. Just as importaus, howsever, is the

result of the theory whica indicates that only ordinel reiations are 'j
-l

f
v
[
=
o
L'y
(o
£
[
w
Iz}

required =:ong the data points in crder O produce recsu
unique up tc au aifine trausforration. The inplicetiorns of tuis 'i

resulc will becoue uore apparent Jolloving ohe precentation cf tus

basic tneory of conjoint wessurement in 3ection II, Jeezion IIX
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exanining  the conjoint

the findinzs fror che

present research are reported. Finally, Szction V diseusses scnc or

the implications of this research anc suggestions for further study.
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3 II. FQUNDATIONS OF CONJOINT lMEASUREMENT -
y T?
B
A
) K
W R
2 3
Prior to arn introduction to the uatheratleul [lcundations of
) !
; conjoint weasureuent it night be useful to review two terrs tuatc HH
are generally distinguised in the literature (Rwery anc Larron, )
X o
1979; Creen and Rao, 1971; Creern and Srinivasar, 19783). First, we :j
]
1 . , , .
1 define gconjeint weasurepent asc the procedure whereby we specify :]
; for a given combination rule, the conditions under which thore exist ‘
' : - . -4
neasurenient sccles for the dependent and indepeadent varizbles, sucn :d
p
} that the crder of the Jjoint elfects of tihe incependent variables iu .
u 4
4

'

the data are preserved by thc nunerical cowposition rule., e tuea

cefine conjoint analvsis (souetimes referred %o as  nuerical

Coddh
~

5 conjoint reasurenent) as tne prccedure winereby the actual cuuericul
i N
; scale values for the joint eff'ects and the levels ol the incependernt i |
variables are obtained. Thus, taere are effectively two separcte _ﬁ
N -
s -4
g and independent processes in the conjoiut neasurenicent rethodology. -
¥
§ First, one atteups to find the appropriate coubinziion rule zud 3
- - - - . : 'j
. tnen, assuming the rule 1s velid, fincs nuuerical functions tiat
p "best" fit the observced orcer of the Joint erffects ia cae  data 1
b
4 according to the speciriec rulc.
' ]
) |
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Given the above presentation of the basic definitions of
conjoint measurement, we can now proceed with a detziled discussion
of the mnore interesting three factor sinple polynomial nmodels as
discussed by Krantz and Tversky (1971) andé by Krantz, Luce, Suppes,
and Tversky (1971). There are four simple models that will be

N

discussed. They are the familiar additive 1odel {A + E -~ C), the

aultiplicative model (A ® B # C), the distributive model (A # [5 ~

Cl), and the duzl-distributive model (A& + [B % C]).

Krantz and Tversky (1971) have previously discussed a number
of' ordinal properties that are necessary though not sufficient for
these four models to hold. Since tiaese prcperties foru the basis of
the research described below anc are exanined in the conputer
program that is used as a diagnostic nmethod, they will be briefly
sunnarized here. The intent here, as in the Zrantz and Tversky
(16T1) paper, was not to preseni an axiomatization for each of the
four ucdels menticned avove, but ratner to describe a set cof ordinal
properties thnat :way be used as diagnostic tools in differentiating

auong these four rnodels as viable corposition rules.

Simple Independence

e begin witn the fuandagental precperty cf

whicih can be checked separately ter eacn of the tarse {acters. Ve




gq say that

4

= Al is independent of A, and A3 whenever

i

'& (a1,a2,a3) 2 (b1,a2,a3) if aand only if

3 @
;5 (alyb2’b3) 2 (b1:b2’b3) .

5

é

% Thus independence of A1 asserts that if a, > b,

EN

2 for some combination of levels of Factors A2 and A3, then

LY

R this relation will hold for any other combination of levels of
A A2 and A3. Every test of independence of A1 with A2

and A3 requires a 2x2x2 matrix with two 1levels of Factor A1

1 SRSREL

and two combinations of A2 e A3. Thus the total nurber of

% possible tests of the property in this case would then be ,1
£ X
%.

73 3 d
> T = (21) (%2 n3) (33

e A

wiere ni is the number of levels of Factor i.

T

Although this property is clearly necessary for an additive

-
model, it need not hold fcr any of the other three sinple nodels. ;
This is because these latter models nave wultiplicztive [actors j

which might not preserve the orcer if negative or zero scale valuse

‘;1ﬁﬁ3 3 A SAARKA N Acrbheripi

s '.\ . e T o e L T At N e T O . P
M e eV s T BRI AR Ul Y R L S I LI R L . -
v, ','-’-“-" NP A TR R AN o "y.‘q\ \*"', AL AN M > S S A ‘."‘.4____4_‘.;1;;‘1
" )
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':\ are allowed. If all scale values for wmultiplicative [actors are
;Q % positive, however, the ordering of the stinmuli cannrnot be reversed
’ » without violating the property. If a zero value is pernitted for a
s '“ nultiplicative factor, then a degenerate case 1s precduced regardless
i 33; of the 1levels of the othner factor(s). If negative values are
- percitted then a legitimate order reversal wpay occur., Lence, if
% z only positive values are pernitted, the independence pregperty is
3 < necessary for all four nmodels. If zero or negative values are

permitted then we nust define a mnore general property labelled
sign dependence. This property has been examined Iin detail Dby

Xrantz zncé Tversky (1971) and will not be discussed here.

D At b b i)
T
ey

[ 4

i doint Independence
E
K
Y

g A second form of independence can also be examined in cur
three factor rodels. The property, kaown os Joint iundependénce,
]
R states that

-‘...

A1 and A2 are jodntly iadepeindent of A, whenever

T
AR )

(31,82,a3)

N

{b1,b2,a3) if ané only if
X

A

o«
-

Y PR R PO
>

| 917

(31,32,b-)

| IAYd

(b1’b2’bg: .

-

.Y

o

I
s

S-$]

]
X
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‘-;: Joint independence of A1 and Az with respecti to
r,l
.i_‘}
oy A3 indicates that if one combination of A; and &, is
£
K
greater than another at a fixed level of A3, (i.e.,

.
-

[81,a2] > [bysby]  at az), then the ordering

should be preserved for any other 1level of the third factor

AT A

(b3). If joint independence holds for &ll pairs of factors,

% then this iuplies +that independence holds for a simple factor. i
3 However, the converse is not necessarily true. If simple
}' independence holds for all factors, this does not inply that joint
g independence will be satisfied for zall pairs of factors. X
%
e can, of course, state two other forns to the joint
independence property for A1 anc A3 of Aa, anc A2

[ SN N

and A3 of A1. If we again restrict ocur scale values for ail

factors to be positive, then it is clear that joint incependence

[«

nust hold ia all three forms for the additive and nuliiplicative

nodels. However, fcr the distributive model of the fornm

€ WY i .
-

A1*[A2 + A3], only A2 and A3 nust be jointly

"N

independent cf A,. For any given set of finite observatioms, it

is important to note that all three forms of Jjoint independence mwmay

" R SR

hold even 1if the podel is, in fact, distributive. licwever, it

<
}- . - .0 - .

2 appears that ac the size of the design increases, the more iikely it

5

p)

P is that only the one zppropriaie fori: wiil held If tae redel is

>

‘ truely distributive.

2

)1 -

§ ol o _ w - g™ PR IS L TR RN S M S
el ’ ’.’f" 1!'7 *'M '." » q' » ‘.




. s
l‘e

—

> &

7

3

o)

The third property examined by Krantz and Tversky (1971) is

one that has already been discussed with respect to the Luce-Tuitey

(1964) axiomatization for the two-factor additive wodel. This is

the property usually referred to as double canceilation or
Luce-Tukey cangellation and is cstated for Factors A1 and Az as

Ir (a1,b2,a3) > (b1,02,a3) and

(b1132133)

LAY

(c1,b2,a3) then,
(a1,a2,a3) 2 (01,c2,a3).

Note that double cancellation requires at least three levels of each

‘of Factors A1 and Az, and deals with only two such factors

at a time. Hence, it nust be satisfied for all pairs of factors for
any of the four models cescribed above when the scale values are &ll
positive. If Factors A1 and A2 nave n, aad n,

levels respectively, then there will be

_.n n
T = (31) & (32) {69

possible testis of double cancellation for ctucse two fectors.
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Distributive Cancellation
Up to this point we have not presented a mneans of

distinguishing between the distributive and dual-distributive

models. The final ¢two properties atteupt to do this. Ve first
describe a property known as distributive gancelilation.
Distributive cancellation is satisfied if anc only if

(a1,b2,a3) > (d1,cz,e3)

(b1,a2,a3) > (c1,d2,c3) and, )

v

(d1,d2,c3) (b1,b2,a3), then

(a1 v32’a3)

1\

(c,,cz,c3).

It can be shown that this preoperty is a necessary conditioa
for the distributive model to Lold. However, distributive
¢ancellation also holds in an additive representation. Bence,
although this property can be used to support a distributive
representation, it cannot be used to reject addicivity. It 1is rot
inecessary for a dual-distributive represeutation, nowever, and cal

be used as a wueans to differsutiate between these two nodels.

'U." '\ et e e N T T N e e T T VRS NI L I IR
"J"v.-.- e ot IO X




A2 S rb A% e sy A i Bt Gl ORISR DA MU i A AN A AR A A N A

1"

2
g

Dual-Distributive Cancellation

The final property to be discussed for our three-factor

vodels is dual-distributive cancellation. Formally, we say that
Rual-distributive cancellation is satisfied if

2Ry R

(°1nd29b3) 3 (a1sczoc3)9

vy

(31,82,83) 2 (d10b2133)9

iz ]

i

(d1,62,d3) 2 (e1,d2,a3),

éa (d1,a2,a3) > (b1’e2'd3)’ and

(8)
(e1,b2,e3) > (c1,e2,e3), then

(31,32,b3) Z (b1sb2103)-

Dual-distributive cancellation is cowmparable tc distritutive

cancellation in that is is necessary for both dual-distributive and

E€< ﬁ

additive representations. Eence, again it czunact be used to reject

additivity. Since it is ot necessary {or a distributive

representation, hovever, it cai be used w8 a wgans o©f Desoidly




IS EENINIESY X AR P, #: B Ay Mt R A S IR ) .‘—'.—“'T'—‘:’-'-T.-TT.-:S.-:‘-‘:'.—;':T-‘. LR AR TR N I :"-'-T
b

1

>
i 12
3
kN distinguishing between a distributive and dual-distributive nmodel.
g@ Note, however, that this property is extremely complex. It requires
&

' that five antecedent conditions fron a 5x5x5 design be met in crdcer
1;2 for a test to even be possible. Hence, this property suffers frem
Ig, being empirically very difficult to evaluate.

7'!‘3

v Given this set off conditions, it should be pessible to
lqi

5

gg evaluate each of the four polyrnomial rcodels mentioned above for a

s

1.

set of observations obtained from & factorial design. In each of

3% the axiom ccnditions only ordinal information is required in order
%g to adequately test these properties. Thus, it 1s suffiecient to
X

' require each subject to merely present rank order judgrmeunts for each
é% of the stimulus ccmbinations generated by combining levels of the
é% factors., As was discussed earlier, in nost applications of conjoint
‘: ceasurenent methodology it is the additive representation with
e
§§ restriction to the positive case that is of interest. Even for an
E% additive mpodel as smali as 3x3x3, however, both the testing
': procedures for the properties mentioned above and the actuzl scaling
iﬁ procedure for obtaining the numerical scale values become extrerely
Eg inpractical without the aid of a computer based &lgorithu.
) Fortunately, several computer prograus of both types have been
Ei developed durinz the past decade (Johason, 1973; FKruskal, 1%65;
if% Nygren, 1982; Srinivasan and Shocker, 1973a, 1973b; Ullrich and

Cuumins, 1973; Takane, Younz, and <ce Leeuw, 168C; Young, 18972).
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Thus it is relativeiy easy to obtain for a given set of data (1) a
list of violations of each of the axioms in Equations 2, 4, 5, 7,

and 8 and (2) a best fitting additive scaling solution.

The real difficulty with conjoint reasurement is that
reseérch efforts that have attempted to develop an error tacory for
this methodology have lagged far benind. Thus it is very difficult
in practice to evaluate in a given situation how well the data is
being fit by an additive model. The issue is, then, how do we
decide how manj violations of an axiom constitutes rejection of the
axion. In the next section we discuss receant recearch that has
attempted to study this issue. 1In Section IV further research based

on this project will be discussed.
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XII. DIAGNOSTIC EFFICACY OF AXIOMATIC CONJOINT MEASUREMENT

The title for this section comes frowm a very iuportant paper
published in 1979 by Emery and Barron. The study reported in that
paper was one of a very few that have atteupted to examine how well
the axioms repcrted in Section II could in fact be used to
differentiate amocng the simple additive, distributive and
dual-distributive nodels. In particular, Zmery and Barron were
interested in the issue of misdiagnosis. That is, is it possible
for a set of dzta to come fron one simple polynowial model (e.g.,
distributive) but not be rejected as conming from a (differeunt nmodel
{e.r., additive;? This could occur if the rani order associated
uwilth one set of data dces not violate any of the auiciis associated
with either its own generating wodel or some cother codel. In tuais
case, the conjoint measurenent axioms would be urable to reject the
faise nodel,

Erery and Barron {1979) generated 92 sets of data iu three
factors coning from either additive models (20 cases), distridutive
ziodels (36 cases), or ducl-distributive odels (26 cases). Using

o

the axionm testing proccdure, PCJi!, Euery and Zarrcn found thot 2ll

L Rl Bl T e B A
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20 of the additive data sets were diagnosed as coming from additive

nodels. However, of the 36 sets from distributive models, only 23

" were diagnosed as coming from a unique distributive model. Six of

the remaining 13 sets were diagnosed as comiag from an additive
model and seven were diagnosed as coning frem several possible
distributive models. Of the 36 cual-distributive data sets, none

were diagnosed correctly as coming from a dual-distributive model.

_ Tweﬁty-one of these sets webe diagnosed as coming from an additive

'model, four and eleven were diagnosed as coming from either a unique

distributive or multiple distributive model respectively.

The results Just described are not very encouraging fer
those who would like to use the conjoint measurement axioms as
diagnostic tools. Perhaps some other technique uight be nmore

useful. In an attempt to examine this possibility, Emery and Barron

“Shen looked ‘zs "the usefulness of one of the aunerical conjoint

scaling proéedureS“as a diaznostic tool. Specificslly, they used
the computed STRESS value and a measure of fit they called PRECAP

that could be obtained from a scaling of the data based on the

- HONANOVA progran (Kruskal, 1964, 1965). These scaling results were

somewhat fore encouraging than were those fronm the arion tests, but

nisdiagnoses were‘étill found.

These findings are very iaportant to conjoint =secaliaz
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nethodology and point to the need for Tfuriaer recsearch fer
increasing power in the diagnosis of the sipple conjoint reasurement
models in real data. The research to be presepted in Section IV
attempts to meet this need by providing furtaer insight into tae
properties inherent in these axious. Our research projeet differs
in several very impertant respects fron the worl: of Zuery and
Farron. First, their data were error-free. That is, they genzrated
their data in such a way as to fit one of the mocels perfectly. The
approach taken in the research to be presented below is different in
that we started in a sense in th opposite direction. Ve began with
completely randou dazta and added structure to it in several steps.
Secondly, individual axioms were examined in cetail in the preseat
research. In particular, the conditional effects of satisfaction or

one axiom, simple independence, on the cccurreace of violations of

the other axionus were examined.

This last difference is relevant for one other reason. it
relates the current project to¢ two other important studies on
conjoint measurement methodology that investigated the axiom systen.
These papers are one by Arbuckle and Lerinmer (1976 and a fcllcw-up

note by leClelland (1977).

b
¢t

C

e

Arbuckle and Lariner (1976) used a llonte Carlo epproze

invesitage tne likelihoods associated witu satisfying the conjoint

YRRV v N A T W NS T et at mae
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neasurement axions in two-factor matrices of different sizes. 1In
particular, they attempted to estimate the nuuber of possible
rankings in an prxc table that satisfy both independence and
; double cancellation, and that satisfy additivity. Although their
; study was extremely enlightening, it was faced with one rather
difficult problem. The problem was simply thet in many of their
exanples the sarples were spmall, perhaps too small to give accurate
estimates of the probabilities. Hevertheless, their results seened
to indicate that as pr and ¢ increased, the probabilicty of
“ satisfying double cancellation or additivity by chance becores
‘ small. In addition, the proportion of prxc tables satisfying
independence and double cancellation that are also additive

decreases as r and ¢ increase.

HeClelland (1977) attempted to carry ihe work of Arbuckle

-and Larimer (1976) one step further in terms of accuracy by finding

exact probabilities for those pr x ¢ tables small enocugh to z2llow

for exact enuxeration. In addition, 1Ii¢Clelland's work is very

interesting in that he attempted to find in greater detail soue of

2 the conditioral probabilities for satisfying the <addicive conjoint
measurement axicms. For exzanmple, tihe ceiaditional preobabiiities ol

T satisfying double cancellation given independence, aand of satisfying
additivity gliven independence or incependence anc double

cancellation wore obtained. As expected, resultc sinilar to thcse
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off Arbuckle and Larimer (1976) were obtained.

The Arbuckle and Larimer (1976) and icClelland (1977} papers
suffer from several major limitations, nowever. Fiirst their
exaninations of the axions were at & nore global level than night be
needed by the applied researcher. Second, auC perhaps miore

inportant, the data sets were very swall, coming from either & 3i43,

3Ixl4, 3x5, or U4xl design. Hence, interesting relations in taree
=]

w
- factors were not and have not been systematically investigated. The
gj three papers cited above represent the only major contributions of
Pl
23 this type that the author is aware of to the testiug of the conjoint

measurenent axious. Clearly, more detailed work is needec. In
Section IV the resulis of cne such additional study are presented.

Concurrently, the author's conputer-based algorithn for coing the

axion tests and the conjoint scaling will be discussed.
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One attenpt te develop =a general ciagnostic prograw for

: % testing the conjoint neasurement axions was wade by Heit and
‘i . Yellsten (1974). Their progranm, CONJOIIT, was designed to test each
;i ﬁ of the axioms mentioned above except for dual-distribuiive
; :E: cancellation. COMNJOINT was written in PL/1 and has been modified to
- N run on an IBii 370 or Ardahl 470 cperating sryeten. Ullricn &nd

i Cummins (1973) developed two other programs, PCJif and PCJli2, written

in FORTRAL to do essentially the same thing as CONJOINT. There are,

however, severzl difrerences between the programs which make both

B NN P

very useful as diagnostic tools.

B

Ay

ser

WIAT is a prcgram developed by the author over the past two

years that also prcvides tests of the arions described by Drantz and

-

Y

Tversky (1971). SliAT is a combination of what the author bLelieves

tc be the most useful parts of the COINJOINT and PCJH Erograns.

1 KATAARLL & i i o
N e
| A3 L .

First, 1t prcvides a Lore detailed analysic of violations of the
24 axions than does the CONJOINT prograu, especicily fer the ceriticel
asions of simple independence and joint incependence, Seconc, SUAT

3
employs sonme of the sane efficieunt algorithi:s vsed by Ullrich and

4
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4.,
q Cunmins (1973) in their PCJli2 program for exanining indeperndsice,
]

§-¢ joint independence, double cancellation, and distributive

cancellation, SVUAT, however, nakes some very important correctioas

to logical and theoretical errors made by their PCJi2 analysis.

. . . - . y . ” .-

. The major contribution of SUAT is that it allows the
S resezrcher to both test the axioms for additive cenjoint measureren

Ex

‘jg and obtain an additive scaliag solution to the data all in one

-— conplete computer run. SWAT enploys a modification of the algorithn
<N

=0 for conjoint scaling first proposed by Johnson (1973). This sinpie,
o

;f yet very useful, noanetric regression procedure has been

incorporated into SWAT and has been generalized to be more useful

’, for applied research. The original version of the Jcanson prograi,
3 )

}A sonetimes rererred to as HLRC or NOLIETRG, nas been revised duriag
X

this funding period to become zn integral part cf the SUAT

procedure.

The combination of the axiom testing progran with the
scaling programn provides mnuch wore flexibility to the applied
researéher in analyzing a data set than was previously possible wita
separate prograuns. A nunber c¢f options {or the combined SUAT
progran have been introduced into the algoricthui on the basis of the

research conducted during 4this grant period., Given ione previous

theoretical discussion ci' the axicus and their diaterpretaiion in

MV YR T T WP
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Section 1II, it is now possible to discuss in this section hLow sone

of the fiadings from the present research have been and will be
implemented into the SUAT progran. It should be noted that the
actual SUAT program is still being improved upcn as wore theoreticeal
work is being done. The discussion below repressuts the current
stage of SVUAT developuent. In Section V & discussicn of future
needs and directions for continued researchr will be presented.

Suggestions for revisions in SYAT will be included.

SMAT Methodology

The data shown in Tables 1 and 2 will be used to illustrate
the research presented here in conjunction with aprlication of tiae
SUAT progran. The values in the tables are rankings for each of
four experimental conditions. These data were gencerated to first
represeat cne subject's random rankings fer each of the 27 stimulus
combinations frowm a 3x3x3 design. This randou or unconcditional data
matrix (Uncond) is shown in Table 1. Ore thousand such randow
data sets were generated. 1In addition, a second cet cf 1000 raadom
data sets were generated for 6L stimulus combinations i "a Hd:8xl
design. For each of these 2000 data sets the rocws and coluwns vere
next pernuted so0 as tc satisfy sinple independence perfectly on tae

first c¢f the three factors (Facter 8). An exanple of cne of Lhcoe

nodified data sets in shown in the first nine rows of Tabliec 2.
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watrix will be described as coming from the Siggle condition.
liext, each of the 2000 data sets were pernutec so as to satisfy

simple independence in two factors, Factors A and T. An exanple of

-

a data set from this Double condition is presented in the ricdle

S
AT AR BT

P HAL

of Table 2. Finally, each data set was perrnuted so as to satisfy 1

P
L

sinple independence in all three of' the Factors A\, T, and C. Thic

L))

§ is the Iriple condition shown at the botton of Table 2. The :
¥ 4
g eatire SVAT analysis for each of the four examples in Tables 1 and 2

f -
- is presented in Appendix 2. 5
):; <
Q K
% Notation

1,

Ah L,

o

Throughout the discussion of the foundations of conjoint

- S
PPN i 1y

CIERENA Y

reasurement we have used the notation A1, A2, and A3 to

represent our factors. A different way to denote the factors will

r

§ now be introduced. Although it wmay at first sesem confusing to

¥

% introduce this additional notation, it is necessary, since these -
hd

notational changes are used rather extensively in the SWAT prograu.

SVAT uses A, B, and C to represent the corresponding three factors.

This will be illustrated in Tables 1-12.
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Data Martices Satisfy Simple Independence in One,
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Simple Independence

SUAT allows one to test for sinple indepencdence among the
factors, although the apprcach taken here is a conbination co¢f the
appreaches used in CONJOINT and PCJi2. The CONMJOINT program tests
for independence of factors by considering then two at a £ime.
Independence for A of B would be checked by conparing the rank order
of the cells for the levels of Factor A at each level of Factor E.
Similarly, a check can be made for the independence c¢f B at each
level of A. S{AT actually uses the PCJl2 algoritha to test for
independence as presented in the fornula in Equation 2. That 1is,
all possible tests ¢f independence are checked. In the reunainder of
tais section the SYAT zanelysis will be illustrated with the data in

Tables 1 and 2 with the Unconditional and Double data matrices.

To illustrate the test of the property of ilicependence in
SUAT, 1let wus look at the A x B matrix at fixed Level 1 of Factor C
for the Double data watrix in Table 2. Iiote that in comparing the
rank orders of the three golunns of this matrix, there is perfect
agreenent. FEence, we say "B is independent of A" at Level 1 of
Factor C. It is also the case, however, that "3 is indepehdent of

A" at Levels 2 and 3 of C (the second and third wmatrices), and we

can say siuply that YE is indepencdent of A" In o coupereble uzaner
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3 we can look at the ranks of tae reus for the A X B matrixz at each
%g level of C. Agein, we find perfect rank order agreement. ience, ve j
w also say "A is incependent of B." It is important to recognize that ;
;% "A independent of B"™ does not imply nor is iunplied by "B indepencent i
§§ of A."® To illustrate this, suppose that thne dabta values in cells

3 g
”,-it:{
ey

(3,2,1) and (3,3,1) had been reversed so that (3,2,1) is uow 27 and

(3,3,1) is 24. The rows are still in the sawe rank order vut the

columns are not. Hence, A 1is still incepcndent of B, but

AR

independence of B from A woculd be violated. A second point to
recognize is that we s&are only looking at incepencence fcr two

factors at a tinme &t this poiat.

Skl

For the unconditional data in Table 1, SUAT would procuce

P
L e e
3 &l oo

the results for tests of independence shown in Table 2. As wuas

mentioned above, SUAT actually tests all possible combinations of T
5@ levels of the factors for ciuple independence. in the case of
'§‘ Facters A, B, and C with three levels eacn there are 3x30 = 108 -
‘.*}., ) o
- pcssible tests for each factor. 1In the case of f'cur levels fer wach .
o 1
7 9q R
é factor there are 6x120 = T20 possible tests. 1
@
v $
- B
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Results of Tests of Sinple Incependence for Unconditional

Table 3

Data in the 3x%x3x3 Factor liatrix

......................
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A INDEPENDENT OF B AND C
INUIBER  PSRCINT PERCLUT SIGHIT
OBSERVED EXPECTED
HAZIIU TESTS POSSITLE: 108.0
TOTAL TESTS: 108.0
SUCCESSES : 52.0 0.481 0.500
FAILURES: 56 .0 0.519 0.5C0
B INDEPELDENT OF C AND A
UMBER  PEBRCEUT PERCEUT SICIUIF
OBSERVED EYPECTED
HAXLIIUl TESTS POSSIELE: 103.0
TOTAL TESTS: 108.0
SUCCZSSES: 6.0 0.519 0.50C
FAILURES: 52.0 0.419 0.500
C INDEPEKDENIT OF A ALD 3
IUtBER  PERCELNT PERCILT SIGUIF
CBSERVID EY¥PZCTC
HAXIIUL TESTS POSSIELE: 108.0
TOTAL TESTS: 108.0
SUCCESSES: 66.0 0.611 0.500
FAILURES: 42.0 0.389 0.500
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Table 4 2
: Results c¢f Tests of Simple Independence for Double
Data in the 3x3x3 Factor liatrix
A TINDEPENDENT OF B AND C =
NUIBER  FPERCENT PERCENT SIGLIF
OESERVED EXPECTED )
" HAXTHUL! TESTS POSSIELE: 108.0 :
TOTAL TESTS: 108.0
SUCCESSES : 108.0  1.000  0.500
FAILURES: 0.0  0.000  0.500
B INDEPENDENT OF C AND A X
NUMBER  PERCENT PERCELT SIGLIF -
OBSERVED EXPECTED )
YAXTIUL TESTS POSSIELE: 108.0
TOTAL TESTS: 108.0 73
SUCCESSES: 108.0  1.000  0.500 |
FAILURES: 0.0 0.000  0.500
C INDEPENDEKT OF A AND B '
i
FUMBER  PERCENT PERCENT SIGI'IF o
OBSERVED EXPECTZD
iAXIMUM TESTS POSSIBLE: 108.0 7
TOTAL TESTS: 105.0 '
SUCCESSES:; 83.0  0.815  0.500 -
| FAILURES: 20.0  0.185  0.500 =
:

et AA\_,z--_-,-.-.:i
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In looking at each level of Table 3 we finé that of the 108

tests of each factor there were about 509 violations in each case.

é"‘

The actual observed proportions were .519, .481, and .380 ror

'
]
-

Factors A, B, and C, respectively. Since under a "Randem Data

Log

liodel" one would expect an error proportion of .500, SVAT provides a

test of tue hypothesis that p = .500 or that the data fit the Rancon

LA L

Data liodel against the alternative that ¢ < .500. In the case of

this data, the results are not significant for all three facters at

the .01 level. It is important to nrote that the normal

approximation that is used for testing the hypothesis that p = .500

-ty

is even wmore of an approximation since &ll 108 tests in each case

.

are clearly not independent. The practical significance of this,

however, appears to be mininmal (ecf. ilygren, 1979). Finally, Table &

presents the results of the sinple independence tests for the Double

data. As shown in the table it nust be the case that there are no

violations of simple independence for Factors A and B.

Table 5 indicates the additional tests of the sinppie

Lo |

independence axiom. The wvalues in Table 5 are Kendzll's

Coefficients of Concordance (l!) across rows or across colunns at

each level of the outside factor. Thus, if incepeadence is

SRy

satisfied, then the rows anc columns of the data umatrix i Teble 1

should be 1like those in thz Tprivle conditicia in Table 2 uith zll

- d 3 . A\ e R
P lelulﬂ;‘ v Vadles

rovs anc colurns being in the sane raal: crder,
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equal to 1.0. This is cleasrly not alvays the czse with real data.

For the Double condition data, nowever, it nust be the case that i

"A of D", ®"A of C", "B of A", and "E of C" ccerficient values arec

C

all 1.0. To the extent that some of the 'l values are near =zerc wve

way have either (1) nonindependence of ~facters, {2} degzencrate

©ANIRTE

levels{s) of sonme facicr or fzcicrs or (2, irrelevance of a factor.
The last pessibiliity is parcicularly interestins freo an =2upiricel

standpoint. Suppose that one were to find the ¥ valves of 1.0 in

e T
o

Table 5 for two of the factors when simple indepencdence is tested.

%é Cne niight be tempted to conclude that no sinple conjoint rule can be X
g applied to the data. However, violations of independernce weuld be .
¥

- restricted to Factor C. Violations rmay have occurred here because

% the individual did noi differentiate among the levels of Factor C.

N -
Q_ Ir this case, the sublect's judgments or raci:dinge of alternatives .
i would be based on the combination cof c¢nly <the two independent

‘g Factors A and L.

:
f As was described above an attewupt was made to investigate

’E violations of the axioms under several differeczt concitions, In -
gy

é particular, the degree to which siaple incepencdence was satisficd

1

f was varied. Table 6 presents the resulis ef the exiensive cearch

g for wviolations cof simple independence fer eaci: of the four typces of

A

fﬁ ¢ata matrices for the 3x?:3 and Lulxd desipne, Jeveral iinporiaans

points can be nade froi the rercrtec nean proporiion: in this table.
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First, as ezpected the "Failures" column indicates that the observed

alraliad

AR

proportions of violations of the simple independence axiom is very

close to what one expects for random data -- namely z value of .500.

4

These values indicate that the random number generatcr used in the

study appears to be very good. It is interesting to note, hovever,

XN,

that the proportion of fzilures in the Single and Dcuble conditicns

for the remaining random factors are slichtly less than .500. The

>3

repeining columns in Table 6 divide the failures into two types,

[-53]

dominant and tradeoff. Recall from Equation 2 that in simple

independence we are comparing two levels of o¢ne factor (a1 and

e

b1) at tuc conbinations of the second and third feactors

([a2’83] and [b2,b3]). A4 violation ocecurs when

v 34 > a, for cne cowbination and 2, < 25 in the

other. e then define a doninant fsilure agc one for vwhich

g

both the a, and ag levels in  the [a2,a3]

coubination dominate or zre cdoninazted by taeir respective

counterparts in  [b,.b,].  Iradeoff fallures are delined

as those that occur between stimuli wvhere one stinulue does not

.,:{

douinate the other on both of the combined factors. Fecr cxanple,

(1,1,1) > (2,1,1) but (1,2,2) < (2,2,2) weuld result ir a doninant

B

violation since for the two outside factors (1,1} is comianated by

5]

tradeoff violation since {2,1) does not <dominate =zad is not

s

douinated by (1,3).

o
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Frou Table 6 it is clear that under raandonm data zssumptions
one should expect the proportions of dominant errors to be .375 for
a 3x%3x3 design and .350 for 2 Hxlxl design. These proportions may
prove to be very valuable in evaluzting the fit of an additive model
i an ewpirical situation. First, these values give a benchmark to

indiczte whether or not a individuzl subject's data is being it

A

significantly better than would be expectec by chance. Second, the

[¢

conditional proportions of failures incdicate sore interesting
results, These proportions are simply the conditional proportions,
pldoninznt fzilure | failure] and pltradeoff <failure | fzilurel.
Although the urconditional proportions of Cfailures szen to decrezsze
as the nuuber of factors satisfying simple indepetidence joes frou
zero to one and to two, the conditional values of pldeninant |
fzilure] and p[tradeoff | failure] rewain constaat at .7850 zad .250

fer the 3:x3x3 design and at ,.700 and .300 for the 4xixl desipn

respeetively.

These latter results suggest a weans of testiag Letueen twc

possible sources of violations in an individual csubjeci's data., It
ceens reasonable that violations nay occur either beczusze (1) tae

cubject ignores “ne facter(s) conpletely or 72} the subjecet uses tiv

fector but in a non-independent way. It seens reaconadle chatl in
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the sforner case when the factor is fsrors=cC ta

randou data wictih the pregerticnc of doalaawat and toadeell crrors
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teing similar to tlicse prescanted in Table 6. In the latter cacse,
however, if the individuzl is in fact attending to the factor then
an overall reduction in failures would be expected, at least to a
noderate degree. The important aspect here is that tiiis recducticn
should show up to z greater extent in the doninant tests, It is
clear that regardless of the conbination rule used by ¢he
individual, conparisons among stimuli that doninate otners on  all
factors are easier to nake aad are nore liksly to satisfy the
independence axioum. Tnis suyggests an important pcssible means of

exanining individuzl subjects' data in more detail,

Table 7 suwanarizecs the resulis of the Xenczll's Coefficients

>

of Concorcance values taat were found in ezct oi the 10C0 dcta sets
in each of the four conditions. The values in tue table arce tac
reans vased on the 1000 dzta sets in each case. These values are
&lso useful iu providiug a Dbenchnerk frou walch we can  conpare
eupirical results. It is ipportant toc note that in no case ere
these nean coefficients close to zero. In particular, Gthcse ezns
increase dramatically for non-independent fectors if cne or wore of
the reuaining {cctors dc satisry incependence. Since {nese values
are neans, il is clear trat an impressively large W7 velue could

cceur in any piven case feirly easily by chaasce alone. Fence, 2T i

npertant to neot uwse these observed Vo walues snelusively Lut in

conjunciion with tne inforiatios found in Table 6.
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Table 5
Coefficients of Concordance for Siunple Independence
froz Unconditional Data in the 3x3x3 Factor hatrix

INCEPENDELCE: FACTOR C IS THZ OQUTSIDZ FACTCR.

1 2 3
B OF & «233 778 .000
A OF B L1 44y 11

INDEPENDENCE: FACTOR A IS THE OQUTSIDE FACTOR.

1 2 3
C OF B .778 111 L7738
B OF C 111 Ahy 778

INDEPEIDENCE: FACTOR 2 IS THE OUTSIDE FACTOR.

1 2 3
A OF C 778 778 .778
C OF & 111 .T78 778
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IS Table 6
] Observed Error Proportions for the Simple Independence
Axiom for 3x3x3 and L4xz4:xl Designs
Analysis Test: Failures Dominant Failures: Tradeoi’f Failures:
2 Uncond'l Cond'l Uncond'l Cond'l
Factor 3 4 3 L 3 L 3 y
4
A of B,C .500 .500 374 350 .749 .706 .126 180 .251 .200C
G Uncond B of 4,C .499 .501 L3784 .350 .750 .700 L1285 150 .250 .30C
3 C of 4,B .498 .501 L3274 .350 .751 .700 .124 .15 .29 .300
(Expected); .500 .500 .375 .350 750 .700 .125 .10 .250 .30C
= A c¢f B,C .00C .0GO .000 .000 .000 .000 .000 .000 .00Q .000
i Single B of A,C .U453 468 .320 .317 .728 .8738 .123 181 .272 .322
f C of A,B .457 .468 .332 .317 .728 .673 .124 .151 .272 .322
* A of Z,C .000 .000 .000 .000 .000 .000 .000 .000 .COC .000
Double B of 4,C .000 .00C .000 .000 .000 .000 .000 .000 .000 .000
C of 4,B .384 .392 238 .27T4 .750 .69C 086 116 .250 .302 :
5 ]
% A of B,C .000 .000 .000 .000 .000 .000 .000 .000 .000 .COO o
Triple B of A,C .000 .000 .000 .000 .000 .000 .000 .0C0 .000 .000 o
C of A4,B .000 .000 .000 .C0Q0 .CO00 .000 .000 .00G .0CO .0CO0 - |
R
3 llote: Each mean proportion is based on 108,000 tests (108 tests for zach o
. of 1000 data sets) or 720,000 tests fcr the 3:3u3 wud bBxixl designs X
respectively. ij
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Teble 7

iean Kendall's Coelficient of Concordance Values for
Simple Independence in the 3x3:3 and U4xUxli Desigus

Analysis Design A of B Aof C Bof A Bof C Cof A Cof E

Uucond
Uncond

Single
Single

Double
Double

Triple
Triple

iote: Each uean value ia tne table is based on 10600 data
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Joint Independence

Table 8 presents sinilar results for joint indepeadence for
the unconditional data. The ¥ values are all nuderately low as one
night expect. These coefficlents are sonewhat difficult to
interpret in and of thenmselves. Hence, SUAT again presents a
suenary of the actual tests of joiat indepencderce in the data. To
understand the implications of and the differernces betwecen the tests
of simple independence (Table 3) and joint independence (Table 8),
it is important to follow how the V-values were conputed. First, we
will illustrate simple indepeandence with tie vzlue of J = .333 froo
Table 3. This value was obtained frou itne check of independence for
B of A at level C1. It was obtained by conmparing the rank
orders of the following three sets (a1-a3) of three auubers

(b1-b3):

(v 21.0, 22.0, 14.0
(2) 13.0, 27.0, 2.0

(3) 24.0, £.0, 9.0

In a couparable nanner independence for A of 2 &t level c, where

= .111 was cbtained by compzaring thne rank crders of the three scts

(b1-b3} of threce nuubers (a1-a3):
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(1) 21.0, 13.0, 24.0
(2) 22.0, 27.0, 8.0

(3) 4.0, 2.0, 9.0

The joint independence value of W = .346 frowu Table & for "C of AR"
Was obtained by counparing tae rank orcers of the fellouing nine sets

([31,b1],[a1,b2],...,[a3,b3]) of three

',

nuubers (c1-c3):

f -2

(1) 21.0, 11.0, 15.0

(2) 22.0, 3.0, 12.0

Ny T
S e M

(3) 14.0, 10.0, 25.0

ORI

(9) 9.0, 17.0, 13.0

AYde T A

'-H‘

Finally, ¥ = .578 for "A3 of C" was found from the ranks of three

sets of nine nuubers:

(1) 21.0, 13.0, 24.0, 22.0, 27.0, J.0, 14.0, 2.0, 9.0
(2) 11.0, 16.0, 23.0, 3.0, 7.0, 4.0, 10.0, 1.0, 17.0

1.0, 5.0, 26.0, 12.0, 20.0, 1¢.0, 25.0, 6.0, 15.0

''''''''''''''''''''''
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In & manner comparable t©o thet discussed above for the
simple independence axiom, mean propcertions of violations were
conputed for the 1000 data sets in each of the four independence
conditions and each of the two stimulus designs with the jeint
independence axioms. The results of these tests are sumsarized in
Table 9. The "Failures" colucn then indicztes the rezn errcr
proportions for tests of Joint inaependence when either zerec, one,
two or all three factors satisfy simple indepeiicence. Several
inportant results are shown in this coluna. First, as might be
expected for_random data the probability of observing a viclation of
Joint independence is .500. Vhea even one factor satisfies simple
independerice, however, the expected propcrtion of violations drops
to .245 for tests iavolving the one factor satisfying simple
independence. It 1is also interesting to aote that tae error
proportions again appear to be about the same for eiifner the 3:3x2
or 4xlxl design., TFiaally, the Triple data indicate an important
finding that is often overlooxed when examining real data. The
proportions of vioiations iu the Triple data are aboui .0f cespite
the fact that sinple indepeadenice is satislied perfectly rer all
thiree factors. If joint iucdepencence uolds Jer 2ll pairs of
factors, thea independence nolds for eaci facter. The converse s
not tfue, lovever. Simpie 1landependeace does not  Iuply Joeiat

independence.
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gg The tLests of joint independence were divided as before ints
% douwinant and tradeoff tests, Dominant tests are defined as those
- for which the levels of the joint ~factors were both strictly
;f doninant in one of the stimulus peirs. Tradeoff tests are defined
)
£~ &s those for which the levels of the joint factors are strictly
8 dorinant in one direction <{fcr one ~facter and din the oppesite 1
iy g
G direction for the otner [actor. Finelly, we define yeakly B
1
dontinant tests as those for which there is equality of levels on _
- one of the Jjoint factors and cdominance on the other. Thus we can 5
'ﬁ have weak dominance on the {irst or the second factcr of the pair of N
> .
;& joint factors. An exanple of a violaticn of a strict dominance )
7
test, a weak dominance test on Facter A, a weal: doninance test on ;
»
}f Factor B, and a tradeoff test for joint incependence of A zud B fron
£ ’
B C are shown below: R
¢ i
E Strict dominance: (2,2,2) > (1,1,2) tut (2,2,3) < (1,1,3)
o 3
i Weak dominance on B: (2,2,2) > (2,1,2) but (2,2,3) < (2,1,3) -
¢ A
Weak dominance on A: (2,2,2) > (1,2,2) but (2,2,3) < (1,2,3; 5
" _
§g Tradeoff: (2,1,2) > (1,2,2) but (2,1,3) < (1,2,3) R
A
x

3

s
Ao

Table 9 presents a breakdown ¢I the violatious of joiat

>

bl . : . . . 3
'z incependence into the four catzyoories illustrated zbove. Tuese ucan g
It 3
Ly

Yot - es s - s s

i proportions are ciearly stable fcr the ucccaditional data ualrices.,

Y

,-
-
e
Ak o

Wuen simple independence is satisfied by one or wnere factoers,
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w’slal

Gifese,

however, 1t is possible to further differentiate among the tests.

"y

For the Single data, when simple independence is satisfied by Factor

A, tests of joint independence of 4 and B frou C and of C and 4 fron

B result in fewer violations. The weakly cdoninaiat tests indicate

?‘ that failures cannot ocecur in the A,E of C and C,A of B tests if
siuple independence ia Factor & holds. liten sinple indepeundence

o9 ’

2!

3T holds for Factors A and B, this implies that all violations of joint

independence for A and B of C must be tradeoff violations. T[inally,

B

when simple independence holds for &ll three factors then all

violations for A and B of C, B and €C of A, and for C and A of B are

‘»v'?"“"!

tredeol’f violations.

Tne wean Kendall's coefficient of concordance values for thne

tests of Joint independence are preseated in Table 10. Since these

{l values are based on nore or extensive rankings than are the values
in Table 7, tney tend to de closer Lo zero. Hewever, as siwple

v

independence is satisfied in one or Lore factors, tanese U

g

values

a2gain increase rather drarmatically. Observed values fromx cupirical

data can be impressively high, even when siaple iadependence holds
ia only one facter. The values in Table 10 can be used for

appropriate comparison purposes.

w AR ., ‘f:ﬁ.fg
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Table 8
Results of Tests of Joint Independence for Unconcditionzl
Data in the 3x3x3 Factor liatrix
& ¥ B INDEPEIDENT OF C

NUFBER  PZRCEHT PERCENT SIGHIF
OBSERVED EYPECTZD

HAXINUI: TESTS POSSIBLE: 102.0
TOTAL TESTS: 108.0
SUCCESSES: 68.0 0.630 0.500
FAILURES: 40.0 0.370 0.500
JOINT INDEPEMDENCE: FACTOR C IS THE OUTSIDE FACTOR.
4 B OF C = 0.578
C OF A, B = 0.346

B X C IUDEPENDENT OF A

NULDER  PERCENT PERCINT SIGUIF
OBSZIRVED Z¥PSCTID

LIlUll TESTS POSSIBLE: 106.0
TOTAL TESTS: 10€.0
. SUCCESSES: 60.0 0.556 0.500
FAILURES: 45.0 0.4k  0.500
JOINT INDEPENDZNCE: FACTOR A IS THE CUTSIDE FACTOL.
B, € OF A W= 0.437
A OF B, C V= 0.0086

C ¥ A IIIDEPENDELT OF B

NUIBER  PERCENT PERCILT SIGHIF
OBSERVED EYPECTZD

HAZILUL TESTS POSSILLE: 108.0

TOTAL TESTS: 105.0
SUCCESSES:: 56.0 0.519 0.500
FAILURES: 59.0 0.481 0.5C0C

c, A OF W= 0.374

JOINT INDEPENDEIICE: ’ACTO? B IS THE CUTSIDE FACTOR.
D
E OF C, 4 3

O 160

2ot

s
&-ado st

LL:

. 1)
A AT

L




BETETRXNER W -y R T N T Y T T s T AT e T AN LYY I T AT, T,
DA A A AL LML R L S A A A S A R O A Yy

E

§ :
! Table 9
Ea Observed Error Proportions {fcr the Joint Independence
o Axiom for 3x3x3 and U4x4xl Designs
Analysis Test: Failures Dominant Tradeoff tleak Jeak
e Failures Failures Failures Failures
) 1st Factor 2nd Facter
Factors 3 4 3 y 3 4 3 4 3 4

.
.

Ed e

2 A,Bof C .495 .500 .123 .150 .123 .150 124,100 .124 .100
- Uncond BE,C of A .500 .502 124 151 .125 .150 .125 100 .126 .0SS
C,A of 8 .503 .501 125 .151  .125 .1%50 125 .099 .i127 .100

-

(Expected) .500 .500 .125 .150 .125 .150 125 .100 .125 .100

A,Bof C .245 .233 .061 .067 .061 .066 .000 .000 .123 .100
Single B,C of A .332 .335 .082 .100 .082 .101 .083 .088 .084 .066
C,A of B .243 .234 .055 .066 .060 .067 .124 .100 .000 .000

A,B of C .079 .076 .000 .000 .079 .076 .000 .000 .000 .000
Double B,Cof & .190 .183 .048 .052 .043 .05% .000 .000 .0%4% .077
C,Aof 2 .140 .118 .027 .025 .0238 .026 .035 .067 .000 .000

e

A,B of C .053 .047 .000 .000 .053 .047 .000 .000 .000 .000
Triple B,C of A .075 .0T1 .000 .000 .075 .0OT1 .000 .000 .000 .000
C,A of B .06 .0LO .000 .000 .OL6 .040 .000 .000 .000 .0OC

(o |

ifote: Each mean proportion is based on 102.000 tescs (103 tests for each
of 1000 data sets) or 720,000 tests ror the 2:2x3 and bl desigas
respectively,




Table 1C

l'ean Kendall's Coefficient of Concordance Values for
Joint Independence in the 3x3x3 and 4xlxy4 Designs

by

Analysis Design A of BC Bof CA Cof B ECof A CAof B AB of C

2 .110 113 14 .326 .276
L .062 081 082 2h7 L2uG
3 1.000 .202 .196 610 787
L 1.000 131 .133 577 760
3 1.000  1.000 .341 .331 .358
4 1.000  1.000 .301 .839 .§25
3 1.000 1.000  1.000  1.000  1.000
4 1.000  1.000  1.000  1.000  1.000

Unconc
Uncond
o
54 Siazl
("i lﬂé e
L $ o
?E;f; S:L..c_le
b .
"% Doubie
. Double
g
b Triple
i Triple
T
¥
Wt
g
. licte:
v
g
A
.5
‘..'“‘3‘,
B
1.3

o A R R D SR

Bach mean value in the table is based on 1000 data sets.
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Double Cancellation apd Distributrive Cancellation

Tables 11 and 12 present the sumneries cf the recuits

obtained from thc analyses of the doudle andé distributive

[%]

cancellation axioms. Several pcints are of interest rere. It i

@

inportant to note that bLoth cof these caicellation axiouns hav

1]

several antecedent conditions that need to be unet before a test i
possible. For double czncellation there are two suchk antecedent
conditions and for distributive cancellation there are three.
Hence, botn of these tables first present the proporticen of all
tests that were actually pcssidle in the data; that is, tests taab
net the antecedent conditions. For double cancellaticn this is not
a trivial rmatter in practice, since as Table 11 illustrates, fer

randon data only one-third of the tests can be expected te neet the

As wnmore order is present in the data, the proportion cf
possible tests increases. It appears frow Table 11 that if tuc or
zll three factors satisfy sirple indepeadence, tinen abcut Lwo-bthirds
of all tests are possible. lLeuce, these propertiens suggest tiat
the nunber of possible tests ia tue datz may be us iuporvaat as the

puuber of violaticns of theze <tests for the cdouble caacellatiun

axzicm. Severcl peinte ere sugrested herc, Fipst, ths greperiica cf
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pessible tests may upon closer exawinztion in furthéer rescarch zllow
for a distinction between vioclaticns due to randouness and

violations due to a non-additive nodel. Second, it ic clear that

even if simple indepencence holds for ull three [fzctors, not =all
tests of double czncellation will be possible. This may seen

sonewhat counteriatuitive af first siiace both ariciiy are nscessary
for en additive nodel. HEowever, the twc aricis are =awiaing
Ereperties of the data that are, though clearly related, souevnat

unique.

Tue relationship bDetween sinple iancdependence and double

cancellation is seen more clearly in tie prcperticons of failures in

o
ot
.-
o
()

Table 11. The researchh preseated here cleazrly deucnstace
usefulness of the error theory approzcn. Yhen sinple indepencinge
is satisfied by one of the rfactors A, the precperiion of violations
of double cancellaticn drops greatly in fer tects in oectu the AXD
and AxC planes. ‘Yhen sinple indepeadence is zatisfisd by all three
factors tahe proporticns of coaditional viclations <tast is, &
viciation [iven & test 1is possible) drogs to abeut 107 to 127,
Herce, the researcher usiigc conjoint scaling :wethodoloyly saculd rnos

be overly cptonistic zboutr an addiiive iodel when ceoucdicicaual error

FYIC YR

ratzs for double cancellatica zre wround ten to {filteen fercent.

+]

bBere salucs cen be obtainec fer nany ncucdcisive dova Zeis g iong

-~

as sinple incependence is not viciatad o e of he Suree Jasicil.
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The last aiionm, distributive czacellation, is exenined in
Table 12. It is clear from the results suwnierized in tihis table
that the distributive cancellation axion is not a useful diagnostic
tool for tne conjoint sceling researcher. The zrion is a very weak
one. First, it is interesting and sonevhat surprising that for even
randcn ¢ata the proncrticn cof tests taat meet thz eaalecedon:s
conditions is very high in all cases, euceecing ¢0°. Secong, even
for randon data only about 257 of the tests will result ia
violations. Uhen incependence is satisfied by one or more of the
factors, the proportion of viclations is reduced considerably.
These error proportions are, ia fecr, so smell tiat che data sluiost
look as though they are unearly perfeetly czatisfied. The error

ropertions are in the 15 to 27 range when two or three fzetors

satisfy siuple incependence. These resulis are zlso very importand

o
™
e}

for the rescarcher using conjoint scaling wmethodoloygy. It 1o cle

ct
[a]
wn

tnet a conclusion of additivicy based on error retecs in the 1i
range {cr distributive caancellabion could be quite erronegus. One
cculd easily pet such seemingly inpressive resulis vhen the wodel is

not at all additive., In lact, one could easily get such resuicc

when cnly one rfactor satisfies sinple independence.
- I g
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Table 11

Observed Error Proportions fcr the Double Cancelleation

Axdiom Ffor 3x3x2? and 4:;lxYy Tesigns

Analysis Test: Pussiole Feilures Conditional
Tests Failures
Factors 2 4 3 4 3 4

AxS plane .256 .331 .280  .2k7 5T 743

Uncond BxC plane .325 .332 .2ug 248 .76 .T47
CxA rlace 341 .330 253 247 LT8S 748
(Expected) .333 .333 .250 .250 .78C  .75C

AZB rlane 475 .509 .06G .0u49 L1488 067

Single  3xC plane .326  .339 .250 .250 L7686 750
Cx:A plane 490 .50¢ 0682 .051 106  .100

AxB plane 623 .643 .00 054 L1352 .100
Double 3:C plane 435,509 065  .050 .135  .0¢8
CxA plane .639 .718 021 .014 022 .020
Ax5 plane .65 654 .101  .053 L1858 031
Triple 5xC plane H42  .639 097 L0632 L1584 ,0¢¢
CxA plane L7990 .337 037 .018 LOu7 022

tlote:

liean prcpertions in tae table are baezd oa 3000 tesiz
(2 tests for 1000 data sets) aild S4C00 tests fur tac
3x2x%x3 and L4l designs respectivel..,

. .
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14 Observed Zrrcr Proportions for the Distributive Czucelieztion
}1 Axion for the 3x2x3 and 4xdx4 Designs
Analysis Test: Possible Failures Conditionzal

!! Outside Tests Failures
4 Factor 3 4 3 4 3 4
2
:..:;

£ cutside 971  .971 284 288 261 .262
;q Uncona B outside 971 .972 .257 .28% 257 .262
ke C ocutside 971 .971 249  .255 265 .263
‘h A outside .996 .996  .O44 .053  .0k% .053

Single B outside .932 .922 .069 .0%3 073 .057

C outside .930 .522 065 .053 074 .05C
P!
) A outside .989 .93%  .012 .012  .012 .012
o Double B outside .956 .930 .021 .018 .022 .020
' C outside .807 .90C 030 .15 .033  .020
<
;ﬁ A outside .G84 .979 .005 .00% .005 .00%
= Triple D outside LoUs 090 .003 .006 003 .005

C outside .G23 .9%10 010 .005 .010 .006

ilote: Hean proportions in the table are based oa 243,000 tests

LN h (243 tests for 1000 data sets) and 7,776,000 tescs [or thue
5 2x3x3 and 4x8xl designs respectively.

N |
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3 Y. CONCLUSIONS AND SUGGESTIONS FOR FURTHER RESEARCH

RPN

AL NS

Subjective assessuent techniques <for scaling the Joiat

effects of several psychological variables have been of interest to .

L2

N

social and behavioral scientists for years. In particular, rodels

i
Adinia

suggesting that the joint effect is a function of an additive

conbination rule have been suggested in rany applications. 1In .

5 gk
....J."LJ;

practice, the scaling has been applied to a limited nucber of

Tty g

interesting situations, however, because the properties of additive

conjoint reasurement have not been well understcod (cf., liygren,

o

1980; lallsten, 1976). This research project has dealt wita one .

ponteds

aspect of these theoretical foundations, the violations of the

!73 -
b *
;5 properties in the axiom system associcted with additive conjoint

b

@

X r.easurepent. It is felt that the results rresented in tals r[aper iy
[ ] . . "

will provide useful data by which the applied recsearcher can

A

3

o avaluate the fit of an additive model to his or her own data sets. P
kN

Eot ’ .

Q} However, a nuuwber of additicnul studies are clearly needed il ¥
) additive conjoint wneasurenent 2is to becoue <& powerful scaling

o
X wethodolozy. These areas are listed below.
g

'5’;
I
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errors. This project was limited to an exauination of
what happens to violations of the conjoint nmeasurenent
axioms when sinple independence is satisfied by unone, one,
two, or zll three of the lactors. The results are certainly
encouraging with respect to being able tc set expected
violation proportions. It seens reasonable to suggest tnat
other axioms (e.g., double cancellation) serve as the
conditional axiom for evaluating expected error rates.
Related to this 1s an issue that was not touched upon in
this project. Here we started with randou data and added
order to it systematically by satisfying siuple indepercence
in one to three factors. Another epproach uight be to work
in souewhat cf an opposite direciion. e might start with &
perfectly additive data set anc systeustically zdd randon
error to it. e then would test for violations of the
axicms. Uhat this would do for the applied researcher is to
allow lidm or her to determine expected viclaticns of ‘the
axious for different amounts of error in tie subjects' data.
For exauple, if one knew that a particular conjoint scaling
task was very deuanding of a subject and could estinate
(fro: previous research]} the degree to vhich error can ve
expected in a subject's Judguents, then tae researchcr could
coupare vioclations of the axicms with tie zppropriats values

npected under these coacitions., For & denanding tesk oae

2N AR A SR R R S N ot R S S L i R
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e 1
R
‘ d
%E aight be expected to e&llow for wore violations when
A
o4
N s o . -
% evaluating the fit of an additive model.
i
2. Ezanination  of 200dness-of={] of h
1-;4
o
g sScalinz  solutious. Originally, the prcject alsc
:,‘ . . ) - 3 T
) included as an objeciive the svaluetion of the it of an
}ﬁ additive sceling solution to the generated cata sets used in
o, ‘ this study. lHowever, it soon became apparent that the cost
- in terms of computer tine for evalvating several nonueiric
SA
a3l conputer algorithus (1:0IIAHOVA anc SUAT) would have been
R
B
B prohibitive for this prcject. Hence, this aspect of the
o
. project was abandoned. It is, however, as important as the ‘
i . . . , , "
A, testing of the axions thet was done iere fcr severzl
ﬁg reasons. First, the actual scaling sclutions for cuta zeis
P
¥

that fit sinple independence in zero to ctaree factors nay

reveal othsr aspects of additive nodels thaet are not readily

) observed in the tests of the eaxious. Seconc, since

- virtually all applied researchers are interasted iu 1
2 ]
s obtaining additive scaling soiutions fcr their data sets, it d
by

0 .

QQ would be extreuely uselul to know how gcod the

R

T " oodress-of-fit" measure need be in the scalins solution te

jﬁi support an additive model. 4 next step ia this prcject

S

Bt sequence would e to parallel thae proececure used vitin the

. (4.

== i ., .y . : - - - .

5 axion testing pertion of SHAT witn an analiysls ca  tae

A

N

i

b
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scaling algorithu in SUAT.

g 3. Comparison  of  different  scaliag

B alzorithus. Once & researcher has found evidence

supperting an additve nmodel in his data (based on the axion

sl

- tests in SUAT), he or she is still able to choose from zuong
several different scaling procecdures. Uafertunately, very

little comparative dzta is known about the algerithus used

e 5

in these programs under different conditicns. For example,

it 1s not known whether the algoithm in SVUAT or the one in

IIOIANIIOVA night be the better to use when error is present in
the sudjects! data or when there are nissing data. Cleariy,

a systematic study comparing the algorithas in the 3everal

different additive sczliag prograns would be very benelficial

to the applied researcher. It is entirely pcssible that one

algorithn may be wnore robust in some conditions but not in
- others. lany studies of this nature have been done in tae

area of rultidimensional scaling. Cempareble qualicy

studles are needed in conjoint scaling.

Y
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-
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P

adadiicg &

3 ®SHAT" is a computer program writter in Fcrtran IV that
{} can ke used to test for violaticns of the axioms for conjcirt
5“ measurement proposed by Krantz and 1versky (1971). In
) addition, the prcgram will also prcvide an additive =scaling
- solution based on the data. SWAT1 is a coeskinaticn of what
the author believes toc be the mcst usesful parts of several
N separate cosputer prograss. First, SWAT provides scme cf the I
o same information as does Wallsten's (1974) CONJOINT prcgranm
for testing the conjcint measurement axiosms. Hcwever, SHAT
oo provides a more detailed analysis cf violaticns of these 4
N axioms, especially fcr the critical axioms of sisple indegen- 1
dence and joint independence. In addition, SWAT is written
in Portran, wherzas CONJOINT is writter in EL/V, a language ]
that may not be used at some computer installaticns. ]

B>
U

A8y Iy ey
» -'..A"-o'_)

S8

SWAT also encomrasses wuch cf ancther axiomrm testing
program for conjoint measurement. It emplcyes scme cf the
same algorithm wused ty 0Ollrich and Cumamins (1973) ia their
PCJIN2 program for examining independence, joint independence,
double cancellation, distributive cancellaticn, and dual- ;
distributive cancellaticn. SWAT, hcwever, sakes scme Very 4
impcrtant correctionms tc lecgical and thecretical errors made
by their PCJM2 apnalysis of thke ccnjcint measuresent axicss.

AN
v

*

ry B

o i‘
X}

.l

PO )

D
-

. A

Pinally, SWAT employs a mcdificaticn cf the algcriths
for conjcint scaling first suggested ty Jchmsca (1973). 1TItis
simple, yet very useful, ncnmetric regressicr prccedure has
.7 been incorporated intc SWAT and has Leen generalized tc e
more useful for applied research.

R
4 ‘..t..s\ Yo%

it

Th2 SWAT progras has Lteen written with additicnal

\0‘._!
anittinstnidtcc il JEETEIN sl A

- expansion and generalization in sind. A nev extended versicn
< of the program, SHEAI2, is currently teing written. SHAT
K contains several paramaters and features of varicus
o subroutines tha*t will ke availakle in SWA12, These fcatures
P are ignored by SWAT and have nc effect c¢r its algorithas "
o or outpaut. Some of these £features will ke cltvious tc tke 4
- trained Pcrtran progragmer. Bowever, these farageters and .
T related features should not ke used in SWAT, since (1) ttey
X! have not been completely checked f£fcxr accuracy, (2) =se 3
- documentaticn is currently availatle fcr their use, (3) uss

of these features may affect the validity cf SwaT results,
and (8) several of the features will only te useful with ]
applicaticne of theoretical developsents curreantly teing 1

DRI

D .
LS YR

. e e
¥ NG EECR N

studied by the author.
-1

”~ An effcr* has teen made to find all :ypographical srrcts ;
o~ and inaccuracies in this amanual. Nevertheless, scme mincr
v
}.““ .3
B
o
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problems may still exist. If ipnaccuracies are fcund, fplease
report them to the author.
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PP IO

] X 1

[

L R 22222 PRS2 2 SRR 222 2R RS SRR SRR AR R RS R RS L L)

* %
*# To call this program fotr the source deck form frcm *
* the tape "CDSCAL" or some ccamparatle tape or disk ¥ T“
* unit, use the fcllcwing jcl cards: * .
* *
*# 1) your id card * ﬁa
* 2) /s TINME=2, BEGION‘BOOK ¥
* 3) ,/,/ EXEC PORIROR TIME.GC=2,BEGICN.GC=300K *
$ &4) ,//,FORT.SYSIN LD UNIT=TAEE9,VOL=SER=CD5CA1, * ~q
* S) s DISp={(C1D,EASS),DSE=SWAT.VEE1, & td
* 6) /s, LABEL=(8,SL), *
* 7) /s DCB=(RECFN=FB,IREC1=80,BLKSIZE=16C0) *
¢ 8) ,/GO.SYSIN LLC * *
* *
* 9) Input deck as described below (ccntrcl and *
L data cards go hers.) *
* *
* 10) y» *
* 1) s *
» *
* NOTE: POBTERUN is a procc specific to the cceputer *
* gystem at The Chio State University. Other instal- * -
* lations may require a substitute rame on Statement 3. * o
* For example, FOFIHCLG may be used on IEM machines. * -~
* *
* * .
* * o
SRS RRRRERENRR IS EIRRRISRR IRV INSIRRLRLERIER ISR RK
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2221 RS RSS2 R AR SRS R R RS R RS RS2 2222222 RES R 2

* %
55 * Input Deck Arrangesent *
i * &

t 2P i IR RIS ER 2R 2SRRI RS RSS2 RRR RS L2 R RS 2 2

tf‘ l"lj

Card(s) A. (jcl cards- see akove cards 1 througk 8.)

-
xl

R

Ccard B. 1Initial parameter values card.
This card is mandatory.

€ol. PRarasstsr Beaning |

2= 4 IAX = YBS, if the axiom testing prccedure is tc te
done on the data.

%)

Y 6- 8 ICON = YBS, if a conjcint scaling analysis is tc te
, done on the data.
12 NF nusber of factcrs: maximum is S for SHAT.
~x N
;ﬁ 16 DINY nuakter of levels ¢f the firet factor;
naximom is S for SWAT. h
‘ 20 DIN2 nunker cf levels cf the seccnd facterg

paximua is 5 for SHAI.

28 DIN3 nusker cf levels cf the third factcr:
maximum is 5 fcr SHA1.

225

28 DING nusber cf levels cf the fcurth factor;
naxiaus is § for SWAT.

vyad

32 DINS nuater cf levels cf the fifth factor;
saximom is S5 fcr SWAT. ‘

Kol

36 NBLKS nuaker cf blccks ¢r trade-cff matrices
present in the data; wmax=3 for Version 1, ]
sax=5 for Vereion 2; the saximum number of j
stisuli ip eack Lklecck is 125 fcr either
version.

B yae

39-40 NBEP numbar of data matrices (i.s., sutjscts or ,
]

PheCA

4
——
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i ,
; tc e independently rescaled. The saxinmus iu
N is 30 for sua1l.
% 42-434 FLAG = YBS, if data consist of more than orne
K . cbservaticn per cell.
Ctherwise, the prcgram expects cnly one
5 cbservation per cell.
?
i 47-48 INTYP If INTYP equals -1 or -2, it indicates
i cne data pcint per cell.
A
= =1, if data are in a randcm cr ncn-natural
? crder, cne cbservaticn per card.
3 = -2, if the data are in the natural crder,
§ strung cut cr cne per card.
! 1f INTYF eguals 1, 2, 3 or 4, it indicates
) aultiple cbhservations per cell.
TS
g = 1, if data are in a rapdom or non-ratural
B crder, cne rsglicaticn ger card.
B = 2, if data are ip the natural crder with cne
replication per card.
= 3, if data are inp a random or non-patural
crder, all replicaticns per card.
= 4, if data are ip the natural crder witk all
reglications cr a card.
If INTYE equals 1 or 3, the nuaker cf
replications peed not be the same in each
in each cell; if egual tc 2 or 4, tke
punker of replicaticns is assumed tc Le
aequal for all cells.
. #9-56 EMPIY a real-valued pumber indicating the cutoff
. for data to Le treated as missing; all
’ chservaticns equal to or less than the
3 value of ENETY will te ignocred.
i 58-60 OVED = YBS, if the data fcr all subjects are tc be
averaged regardless cf hcw well the sets
: of judgments are ccrrelate with one
* another.
§ 64 JUNIT = 0, if input data values are cn punched cards.

= N, if input data valuss are cn logical uait N
nuater *'N°, JI

)
‘_\
R
,
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67-68 NCASBD number of title or description cards
used; maximum is 99 for SHAT.

Ll 6l

Card C. Initial parameter values for testing the axicas.
This card is present only if I2X = YES; ctherwise
skip to Card .

€ol. Razasete:r Beaning

2- 4 AXTEST(Y) = 1YBS, if simple Independence among the
' factors is toc Lte tested.

6- 8 AXTIBST(2) = YES, if Dcocukle Cancellatics amcng the
factors is to Le tested.

10-12 AXTBST(3) = YES, if Jcint Independence aamong the
factors is tc ke tested.

14-16  AXIEST(4) = 1YES, if Distribtutive Cancsllaticn amcng
the factcrs is to Le tested.

18=-20 AXTEST(S5) = 1YES, if Dual-Distributive Cancellation
the factors is to Lte tested.

22-24 PRINI

0, if none of the viclaticns cf the axioams
are to be listed. That is, the user tas
the option ¢f having the SWAT program list
all or part of the set of viclations cf
each axiom. If FFINT = 0 is specified,
the viclaticns will not be printed. 1Tte
saximum value cf EFEINT is 999 ip SHAT.

= N, if B violations of each axicm are tc tLe

printed. 1The user is cauticned to chocse

a mnoderate value cf N since an extsnsive

nusber cf printed lines cculd result.

Bl b BEPS

26-28 SUERS = YIBS, if the printing cf the matrix cf cell
violaticns is to ke suppresgsad. It will
not be printed for any of the axicss.

;’l‘":s :l

(2RISR EE R ERS SRR ERE AR AR R RSS2 R R AR R 2 R 2

The parameters in columns 33-56 apply tc tasts cof
Distributive and Dual-Distritutive Cancellaticn cnly.
For both of these axioms, cne factor is considered tha

l N K
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]
; "outside® factor. For example, for the Listributive a
v Cancellation axiom we could have the mcdels:
¢ (A + B) x C, where C is the cutside factor; by
; (A ¢+ C) x B, where B is the cutside factor; .
- (B + C) x A, where A is the cutside factor.
. 3
g T e P R R R R LRSI R LIy ol
; 30-32 DISTLV(1) = 1YBS, if Distritutive Cancellaticn -
; with factcr 2 as the cutside facter ;%
b is %*o Le tested. |

B 34-36 DISILV(2) YBES, if Distritutive Cancellaticn
I8 with factcr E as the cutside factor
is to ke tested.

1 '- .l "
db
——

155

38-40 DISTLV(3) YES, if Distributive Cancellaticn
with factor C as the cutside factcer

5 | is tc Le tested.

LA
f‘ /ﬁ ‘ 1]
s

R

42-44 DDSTLV(1) = YES, if Dual-Distritutive Cancellation
with factor A as the cutside factcr
is to Le tested.

KA

id L

’ 86-48 DDSTLV(2) = YES, if Dual-Distrikutive Cancellation
with factecr E as the cutside factcr
ie to ke tested.

.
D)
s s,

LA A
s

- 54-56 DDSILV(3) = YES, if Dual-Distritutive Cancellation
with factcr C as the cutside factor
is to le tested.

o

A

Card D. Initial rarameter valuoes for ccnjoint scaling.
This card is present only if the parameter ICON = YES.

IRt

e
P
iy

€ol. PRazamster Bgaping

3- 3 ITELIN nuaker of iteraticns allowed tc reach
the ofptimal scaling critericn. (1te
default value is the maximus cf 80.)

L ]

PR
s i

A°s

k-

6- 8 Iv1 = YBS, weighting of the factors is desired.

10-12 ITIES = YES, if tiee in the da%ta are %tc Le lef¢
as ties in the scaling sclutior. .
Othervise, if ties are not to ke fcrced .
in the scaling scluticn, SWAT will

B A N P 2]

N,

- e
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treak ties as necessary to isprcve the
fit of the scaling scluticsa.

18=-16 LABEL

YES, if labels descriking the levels of the
factors are provided by the user. Any
eight character descripticn can te used
for each lakel.

If no laktels are provided Ly tke user,

the levels will be numbered fros '1°' tc
*N%, vhere P is tte total numker of levels
of all cf the factors.

YES, if the final scale values for thke K
factor levels and for ths final scaling
solution will ke punched cn cards.

18-20 HEUN

ii 22-24  LASTIT = YES, if SWAT is to use the scaling sclution
from the last iteration.
If LASTIT is nct set to YES, SWAT will
E use the scluticn frosm the iteratior with
tke lowest 1HEIA value.
(THETA is the seasure of tadness-cf-fit

used in SWAT.)

26-298 NBEVE = YBS, if tha input data is tc ke reversed; that
is, given values cf the oppcsite sign.
% This means that sszall data values will
result in large scale values.
If BRBREVE is nct set to YES, the data will
te 1eft as is.,

30-32 IP101 = YBS, if a ploting cf the original data

% (x~axis) vs. the rescaled additive
stisulus values (y-axis) will te drawn

fcr each block cf data (i.e., NBLKS).

§ 33-40 IRAN an eight digit randca nuaker ¢c gererate
the initial ccnfiquration in the scaling

g analysis.

- Card B. Criterion and start card. (Porsmat is 2F8.4).

gg This card is preseat only if the parameter ICCN = YES.

. Col. Pazasstse:r Bsaping

E; - 8 CBl115 this is the improvement critericn value

focr stopping the iterativae procedura.
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(M typical value is 0.0001.)

i ’ 9-16 STAR? a real-valued additive constant tc te

4 : added to the scale value cf each stimulus

! in the analysis. This value is usually
left as 0.0.

Card(s) P. 1latels card(s).

These cards are optional and will te included only if the
LAERL paraseter cn Card D is set tc YES. Alsc, these

; cards are present only if the parameter ICON = YES,

: The format is (8A8). Each card contains, in crder, the

~ labels of the factor levels. 1There can ke a maxisum cf
nine labels per card. Each latel can be up to eight
characters in lsngth. 0Use as many laktel cards as needed.

€ol. PRazassisr Beaniag
1 1- 8  VNANE(Y) latel for level 1 cf facter 1 (A).
“ 9-16  VBANE(2) label for level 2 cf factcr 1.
. 17-24 VHARE (3) labtel for level 3 cf factor 1.
s @%tcC,

Card(s) 6. BElock identification card(s).

) These cards indicate informaticn about each klcck of
- : data. A "block"™ is cne set cf judgments cbtained frca
: the factorial crossing of two cr acre factors. 1he
data within a btlock can be ccapared; the data acrcss
% blocks are not directly ccmgaratle.
i There will be as many cards as there are Lblocks.

; col. Razassisl Eeaning

:f 4 PFC(b) nusber of factcrs in this Elcck k.

: 6- 8 INVA1 (D) number cf stisuli or data cells ip Blcck b.
12 IDMAZ (1,D) the factor nuskar fcr the first facter in

¢ - T R R g e at e e . . . -
ot gt @ g S Sy et A S I B R T AP RN A S N I TR AT St SR N S S T T
i [ ¢ PR A TR I w e e T T e RTINS e
DR P AR ARG R Lt 5 Py AP TSI YT e e e SRR - LRI . P A . -

-------

L7 "
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Blcck L.
16 IDBA2(2,D) the factor numter for the seccnd factor in
Elcck k.
20 IDBA2(3,b) tke factor number for the third factar in
Elock t.
- 8tc.

For example, suppcse that the user had a
three factor design with the data keing
entered in three two-factcr tradecfft
matrices. Then fcr Elock 1, ILNA2(1,1)
sight te 1, IDRMAZ (Z,1) might Lte 2, and
IDNA2(3,1) would ke irrelevant.

Card(s) H. Title card(s). (Format is 2044).

Usé as many cards as are sgecified by the parameter NCARD
on Card B, columns 67-€8.

Card I. Format for reading in the data.
The data amust ke real-valuved nusbers. 1The format sust
and end with a parenthesis.

Card(s) J. Data cards.

All BREP data matrices will ke placed kere, cne kehkind
the cther. The format pust confors with Ccard 8.

Thase cards will be different depending cn the value cf
the parameter ITYEE.

If ITYIPE = -1, then procead as follcus:
Por each data card tkere should ke fcur numkare c¢n
the card punched inp the format specified atcve.

a the level cf factcr A.
b the level cf factor E.
c the level cf factcr C.
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ENTIRY the actual data value. a, k, and ¢
are assumed tc ke integers; ENTHY is
assuned to Le real.

If ITYPE = -2, then proceed as followus:
Data should be strung out in matural crder. Data
can be cne ckserva*ticn per card cr can ke multi-
-observations per card. '

If ITYPE = 1, prccaed as with ITYPE = -1, There shculd
be one card for each replicaticn of aach ckservaticn.
The last data card shculd kave a = $99.

If ITYPE = 2, than proceed as follows:
Card I1. 1The data cards shculd be preceded Lty a
Card that bhas the nuaker of rzsplicaticas
fcr each clservaticr punched in cclumrs
3-".
The data cards should have cne replication c¢f each
obsarvaticn punched cr thesz.

If ITYPE = 3, then prcceed as fcllcus:

‘Bach data card should baves the follcwing entriss

punched cn thesns

a level cf factcr A.

b level cf factor E.

c level of factor C.

NE number of regplications cf this
cbservaticn.

ENTR (1) -~ ENTR (NE) NE actual data values,

a, bk, ¢, and JE are assumed tc tLe
integers; ENIE is assumed tc ke real.

If ITYPE = 4, then proceed as wken ITYPE = Z, except that
all replications cf eact clservaticn are con the
same card. Data are assumed to ke in tkte natural
crder.

Card K. End of analyeis card.

A tlank card tc signify tke end of tke analysis. 1If

e i
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B85

T

additional analyses are included, repeat cards A - J.
The blank card is the last card in the data deck.
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% The following example is an illustration cf the use cf SWAT tc
: test axioms for and to scale a set cf data from a 4x4x3 design.
The data are for one subject with three replicaticans cf eactk
o judgment. Hence, NEEP = 1 but FIAG = YES.
R
N YES YBS 3 4 4 3 0 e 1 1 I1ES 4 0.00 &C 0 15
% YES YBS YES YES NO 20 YES YES YES YES BHC NC XC
B 15 NO YES NO YES YES YES€54923%5
g 0.0010 0.0000
¢ $L=-.10 $1=~.20 $L=-.30 $1=-.40 PL=1,8 Pl=2/8 PL=3/8 ©PL=4,/8
P¥=2/8 PW=3/8 Pu=4,8 :
. EXANPLE NO. 1. ONE SUBJECT WITH THEEE BEPLICATIOBNS. "
A CONRJOINT SCALING: BISKIBESS DATA. -
e TEST ALL AXIONS AND PEBRFOFM THE SCALING AFALISIS. ‘
T 1 SUBJECT.
88 STINULI. 1X4X3X4 CESIGN.
. THREE BEPLICATIONS COF EACH JUDGMEKNT.
A FACIORS ARE:
4 ABGCUNT TO LOSE, 4 LEVELS. -10, -20, =30, AND -40 CENTS.
- PROBABILITY OF WIKNNING, 3 LEVELS. 2,8, 3,8, AND 4,8.
- FROBABILITY CF LOSING, 4 LEVELS. 1,8, 2,8, 3,8, ANL u/8.
e SCALE BANGES FEOM *1* TC *'100°.
kY STINULI ARE IN THE MNATUEAIL CRDEEF.
W {3F6.0)
3
' 3 S S
3 L} 5 S
y 4 5 6 '
; 9 9 9
ﬁ 8 9 9
X 9 9 9 .
. 14 15 15
i) 15 15 15
&
8
M
ke
4
L

- S .o - v o - :
1: ’?‘ \. ' \\‘ -\“\' St ::" v-“ \:--“-"‘ AR ;' SIS
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15 15
19 19
19 19
19 19
9 9
9 9
6 9
19 19
18 19
19 19
52 52
29 29
29 28
89 89
38 39
39 39
15 15
15 14
1% LL
51 52
29 29
29 29
92 91
61 51
46 45
96 96
95 94
59 59
19 19
19 19
19 19
88 89
39 39
39 39
94 96
96 93
59 59
98 99
97 98
98 97

page 15
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The following example is an illustration cf the use of SWAT to A
test axioms for and to scale a set of data from a 4xUx3 design.

P

The data are for three sakjects with cne reglicaticn of each by

judgment. Hence, NBEP = 3 and FLAG = YES. 4
]
: YBS YES 3 ) 4 3 0 0 1 3 YES 4 0.00 xC 0 15

YES YBES YES YES NO 20 YES YES YES YES NG NG KNC

15 NO YES ©NC YES YES YES654923SS5
0.0010 0.0000

$L=~-.10 $1=-.20 $1=-.30 $I=-,40 PL=1/8 FEl=2/8 EL=3/8 PL=4,8 ]
% pu=2/,8 pPW=3,8 PH=4/8 5
3 EXANPLE NO. 2. THREE SUBJECTS WITH ONE BEELICATIGN.
I .-1
” CONJOINT SCALING: BRISKINESS DATA. =

TBEST ALL AXIONS AND EERFCEM THE SCALING ASNALYSIS. -
; 3 SURJEC1S. 3
2 48 STINULI. 1X4X3X4 DESIGN.
; ONE REPLICATION OF EACH JULDGMENT.
i PACIOBS ABE:
. AMOCUNT TO LOSE, 4 LEVELS. -10, -20, =30, AND -U40 CENTS.
B PROBABILITY OF RWIMNIRG, 3 IEVELS. 2,8, 3,8, AND 4,8,
N PBOBABILITY CF LOSING, 4 LEVELS. 16, 2,8, 3,8, AND 4/8.
% SCALE RANGES PEQON *1¢* TC *100°,

STIBULI ARE IN THE NATURAL CRDEE.
B 3
% 3 5 5
§ S -
! 4 5 6
- 9 9 9
: 8 9 9
- 9 9 9
" 1% 15 15
1 15 15 15
: 15 15 15
' 19 19 19
3 19 19 19
Py 19 19 19
= 9 9 9
2 9 9 9
& 6 9 9
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19 19
52 52
29 29
29 28
89 89
38 39
39 39
1S 15
15 14
14 18
51 52
29 29
29 29
92 91
61 51
86 as
96 96
95 94
59 59
19 19
19 19
19 19
a8 89
39 39
39 39
94 96
96 93
59 59
98 99
97 98
98 97

page 17
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&
& The following example is an illustraticn cf the use of SWAT t_
i test axioms fcr and to scale a set cf data from a 3x3x3 design.
The data are for one sukject with cne regplicaticn cf each
.§ judgment. Hence, NBEP = 1 and FLAG = NC.
3
s YES YES 3 3 3 3 0 0 1 1 RO -2 0.00 YES 0 8
3 YES YES YES YES NO 20 ©BO YES YES YES KC B§C NG
60 RO YES NO YES YES YES85456773
0.00001 0.00000
. TINENY TINE2 TIME3 EFFORT1 EFFCE12 EFFCRT3 STHKESS1 STRESSZ
3 STBESS3
EXAMPLIE NO. 3.
: FULL MATBIX (27 STINULI) LCATA.
; CONJOINT SCALING: SWAT
, 1 AVEBAGE SUBJECT.
g 27 STINULI. 3X3X3 DESIGN.
: FACTORS ARE TIME, EFFORI, AND STBESS.
j STINULI ARE IN THE NATURAL CRDEE.
(F6.1)
) 1.0
H 2.0
d 6.0
5 3.0
v 10.5
) 13.0
g 5.0
y 8.0
E 1 15.0
: 4.0
¢ 10.5
. 14,0
9.0
16.0
21.0
12.0
g 20.0
24.0
1 7.0
) 17.0
; 22.0
¥ 18.5
i 23.0 .;,
: 26.0 )
1; 18.5
; .

Soe . R I L
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The following example is an illustraticn of the use cf SWATI to
test axioamas for and to scale a set c¢f data frcm a 3x3x3 design.
The data are for twc sukjects with cne replicaticn cf cach
judgment. Hence, NEEP = Z and FLAG = YES.

YES YES 3 3 3 3 0 0 1 2 YES ] 0.00 YEsS 0
YES YES YES YES NG 20 ©NC YES YES YES NC NC KNC
60 NO YES NO YES YES YES€9456773
0.00001 G.COCQCO
TINEY TINE2 TIME3 EFFORT' EFFCE12 EFFCRT3 STRESS1 STFESS2
STIRESS3
EXANPLE NO. &. FULL MATEIX (27 STIMULI) DATA.
COBJOINT SCALING: SWAI

2 SUBJECIS.
27 STINULI. 3X3x3 DESIGH.

PACTOBS ABE TIME, EFFORT, AND STBEESS.
STIRULI ABE IN THE BATURAL CRDEGF.

(2F6. 1)

2

1.0 2.0
2.0 3.0
3.0 8.0
4.0 5.0
5.0 6.0
6.0 7.0
7.0 8.0
8.0 9.0
9.0 10.0
10.0 11.0
11.0 12.0
12.0 13.0
13.0 14.0
14.0 15.0
15.0 16.0
16.0 17.0
17.0 18.0
18.0 19.0
19.0 20.0
20.0 21.0
21.0 22.0
22,0 23.0
23.0 24.0
28,0 25.0
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25.0 26.0
26.0 27.0

27.0 28.0
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The following exaample is an illustraticn cf the use cf SWAT to
test axioms fcr and to scale a set ¢f data frcm a 3x3x3 design.
The data are for one sulbject with one replicaticm c¢f each
judgment. Hence, NREP = 1 and FLAG = NO. In addition, however,
the data are presented in three tradecff matrices fcr three
pairs of factors. BHence, WBLKS = 3 and Cards G are included.
i YES YES 3 3 3 3 0 0 3 1 NO =2 0.00 YES 0
¥ YES YES KC KO NG 20 NG NC NC NO NO NC NO
60 NO YES NG YES YES YES89456773
0.00001 0.00000
TINE1 TINE2 TIME]3 EFFORIV1 EFFCET2 EFFCRI3 STEESS1 S1EESSZ
STRESS3
2 9 1 2
2 9 1 3
2 9 2 3
EXANPLE NC. E.
PULL NMATIRIX (27 STINULI) DATA.
CONJOINT SCALIEG: SERAT TBACE~-CFF NMATEICES.,
1 AVERAGE SUBJECT.
27 STINOLI. 3X3Xx3 DESIGHN.
3 BLOCKS, 9 STIMULI IN EACH BICCK.
PACTORS ARE TIME, EFFORTI, AND STEESS.
STINOLI ARE IN THE BATUBAL CRDEFS.
(9X,r7.1)
100100000
010100000
001100000
100010600
€10010000
001010000
: 100001000
¥ 010001000
001001000
100000100
- 010000100
. 001000100
100000010
010000010
001000010
100000001
010000001
001000001
000100100
- 000010100
. 000001100
3 000100010
000010010
000001010
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" 4
000100001 7.0 :
000010001 4.0
% 000001001 1.0
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44 The following example is an illusitraticn cf one of the randcas i

ki data sets used in the Nygren (1983) study. 3ITIha apalysis is

DA set for SWAT tc test axioms and scale the data in a 3Ix3x3

o design. i

3¢ The data are for one subject with cne regplicaticn cf each ;
judgment. Hence, NEEP = 1 and F1AG = KC.

!

4

i

E2! YES IES 3 3 3 3 0 0 1 1 §¥C =2 0.00 YES 0 3

’ YES YES YES YES NO 0 YES YES YES YES NC NG NO

o 60 HO YBES NO YES BNC NO76£655659

” ¢.00001 C.00000
i TINEY TINE2 TIME3 EFFCET1 EFFCBE1Z EFFCBT3 STEESS1 STEESSZ
STRESS3 EXAMPLE NO. S« - 27 STINMULI. 3X3x3 LCESIGN. EANDCM DATA.

¥ (7€655659) . 1 RANK SUBJECT. STIRULI AFE I¥ THE BATUBAL ORDEB. (3F7.2) ]
e 21.00 11.00 15.00 -
22.00 3.00 12.00
14.00 10.00 25.00 J
13.00 16.00 5.00 b
27.00 7.00 20.00
2.00 1.00 6.00 3
24.00 23.00 26.00 3
% 8.00 4.00 19.00

9.00 17.00 18.00 .
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The following example is an illustration cf cne cf the randem
data sets used in the Nygrem (1983) study. The analysis is
set for SWAT tc test axioms and scale the data in a 3x3x3
design. Simple independence holds fcr Factoer A.

The data are for one subject with one replicatican cf each
-judgment. Hence, NEEP = 1 aand PFLAG = ¥O.

YP$SY8s 3 3 3 3 @ 0 1 1 HC -2 0.00 YES 0 3
YES YES YES YES HO O YES YES YES YES BC NG NO
60 HO YES BRO YBES NO NO766%55€%5S
0.60001 0,00000
TINEY TIME2 TINE3 EFFORTY BPFOEIZ BFPFORI3I STEESST STRESS2

' STB2SS3 BYAMPLE NO. 6. 27 STINOLI. 3X3X3 CLCESIGN. FEANDCH DAIA.
. (76655659) . 1 BANK SUBJECT. STIAULI ABE IN THE BATCRAL CRDEF. (3¥7.2)

8.00 3.00 12.00
2,00 1.00 6.00
21.00 16.00 15.00
22.00 4.00 19.00 -
28,00 23.00 26.00
27.60 7.00 20.00
18,00 17.00 25.00
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The following e¢xample is an illustraticn cf cne cf the randcas
data sets used in the Nygren (1983) study. The analysis is
set for SWAT to test axioms and scale the data in a 3x3x3
design. Simple independence hclds for Factcrs A and B.

The data are for cone sulbject with one reglicatice cf each
judgment. Hence, NBEP = 1 and FLAG = KC.

YBS YBS 3 3 3 3 o 0 1 1 NG =2 0.00 YES 0 3
YES YES YES YES NO 0 YES YES YES YES BC NO KO
60 NO YES NO IBS NC N0O76655659
0.00001 0.00000
TINE? TINE2  TIME3 EFFCET1 BPPCETZ EFFORI3 SIBESS1 STEESSZ
'STRESS3 EXAMPLE NO. 7. 27 STINULI. 3X3X3 TESIGN. FANDCH LCATA.
(76655659) . 1 BRANK SUBJECI. STIFULI AEE IN THE NATUBAL CRDES. (3F7.2)
2.00 1.00 5.00
8.00 3.00 6.00
13.00 11.00 12.00
9.00 4.00 15.00
21.00 10.00 18.00
22.00 16.00 19.00
14,00 7.00 20.00
28,00 17.00 25.00
27.00 23.00 26.00
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The following example is an illustration cf cne cf the randca
data sets used in the Nygren (1983) study. The apalysis is
set for SHAT tc test axioms and scals the data in a 3x3x3
design. Simple independence hclds for Factcrs A, E, and C.
T1he data are for one sukject with cne replicaticn cf each
judgment. Hence, NBFEP = 1 and FLAG = XQ.

YES YES 3 3 3 3 ¥ 0 1 1 ®BC =2 0.00 YES 0 3
YBS IES YES YES NO 0 YBS YES YES YES KNC ©NC NO
60 NO YES NO YIES NQO NO7€65S€SS
0.00001 0.0000C0
TINEY TIBE2 TINE3 EFFCBT1 FFFOBT2 EFFCBRT3 STBESS1 STKESS2
STIRESS3 EXAMPLE NO. 8. 27 STINULI. 3X3X3 LCESIGHN. EANDCY DaIA.

(7€655659). 1 BANK SUBJRCT. STINULI AEE IN THE NATURAL CRDEF. (3¥7.2)

1.00 2.00 5.00
3.00 6.00 8.00
11.00 12.00 13.00
8,00 9.00 15.00
10.00 18,00 21.00
16.00 19.00 22.00
7.00 .00 20.00
17.00 28.00 25.00
23,00 26.00 27.00

END or SRAT BANTDNAL
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W
X >
S % 1 T 1: i
0S8 VERSION 2.0
APRIL, 1983
THOMAS E. NYGREN
DEPARTHENT OF PSYCROLOGY
o OHIO STATE UNIVERSITY 1
¥ 408C W. 17TH AVEROE
iy COLUMBUS, OHIO
x
TITLE: RXANPLE ¥O. 1.
PITLE: 27 STINULI. 3X3X3 DESIGN. RANDOB DATA. (76655659). .
TITLE: 1 RANK SUBJECT. STINULI ARE IN THE NATURAL ORDER. 3
PORNAT POR READING IN DATA = i
- - (377.2) . {
%X
% INITIAL PARANERTERS POR ANALYSIS:
IAX - ARE TESTS OF AXIOBS TO BE MADE? TES 4
ICOoE - IS A CONJOINT SCALING 70 BE DOBE? . IES 1
u BP - NUMBER OF PACTORS IN THE DESIGH 3
B EBLKS - BUNBER OF BLOCKS IN THE DESIGH 1
% NREP - NUNBER OF DATA HATRICES TO BE SCALED 1
PLAG ~ IS THERE NORE THAN ONE OBSERVATION PER CELL?  NO
JNTYP - HEBTHOD POR READYNG IN DATA MATRICES 1S: -2
‘ SBPYY — BISSING DATA CUTOPFP VALUE IS: 0.0 !
OVED - ARE SUBJECTS DATA TO BE AVERAGED REGARDLESS? YES «
JUEIT - UBIT NUNBER FOR INPOT OF DATA S
B SCARP - NUMBER OF TITLE/DESCRIPTION CARDS USED 3 4
PRIFT — HAX NUMBER OF VIOLATIONS TO BE PRINTED 0 2
= SUPRS - SUPPRESS PRINTING OF CELL VIOLATIONS? TES
‘ 1
SUNBER OP DINENSIONS: DIN (1) DIN(2) DIN(3) DIA(8) DIA(S)
P 3 3 3 () 0 M
|
]
5
) PARANETERS FOR AXION TESTING PROCEDURE:
.z AXIONS 70 BE TESTED: AXTEST1 AXTEST2 AXTEST3 AXTESTN AXTES?TS '
(INDEP) (DBLCAN) (JINDEP) (DSTCAN) (DDCAN)
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APPREDIX 2 page 3

At

IBS YEBS YES YBS %O

;1"

DISTLV(1) DISTLV(2) DISTLV(3) DDSTLV(1) DDSTLV(2) DDSTLV(3)
IS IBS IES (] RO B0

e

AVERAGED DATA FROB AVERAGING PROCEDURE: BLOCK 1.
BLOCK STINULUS AVERAGE VALUE

By

-

:,3 1 1 21.00
= 1 2 13.00
1 3 26 .00

% 1 8 22.00

- 1 6 8.00
= 1 ? 14.00
g 1 8 2.00
1 9 9.00

} 1 10 11.00
.;.;3, 1 11 16 .00
B3 1 12 23.00
1 13 3.00

i 1 " 7.00
1 1S 5.00

1 16 10.00

< 1 17 1.00

; 1 18 17.00
1 19 15.00

1 20 | 5.00

g 1 21 26.00

; 1 22 ' 12.00

1 23 20.00

g ] 28 19.00
£ 1 25 25.00
1 26 6.00

1 27 18.00

DATA BATRIX BEING CHECKED FOR AXIOR VIOLATIONS.
BLOCK 7. REPLICATION 1 OF 1.

-:'ﬁ 4 ‘5!' £

NATRIX BLOCK NO. = 1 C=1
A= L) 2 3

= 1 21.00 13.00 24.00
B=2 22.00 27.00 8.00
B=3 1%.00 2.00 9.00




J
APPREDIX 2 page &
5 ]
;
: C =2 :
; A= 1 2 3
B =1 11.00 16.00 23.00
s B=2 3.00 7.00 8.00
C=3

3 A= | 2 3 3
& B=2 12,00 20.00 19.00
B=3 25.00 6.00 18. |
- ETC. i
# TEST SUEBARY STATISTICS: INDEPENDRECE.
¥
" DATA MATRIX BEISG CHICKED POR INDEPEEDEECE:
- A INDEPEEDENT OP B AND C
BLOCK 1.
PES? VIOLATIONS: PIRST O PAILURES.
>

TEST SSNHNARY STATISTICS: INDEPENDENCE. .
A INDEPREDENT OP B AND C g
% 2
E THE VALORS PRINTED BELOW INDICATE THE DEGREE TO WRicH

THE AXIONS ARE BEING FIT BY THE DATA.

SEB THR "CJSCAL® HANDBOOK PFOR A DETAILED EXPLANATION.
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APPREDIX 2
BUNBER PERCENT PERCENT SIGNIP
OBSERVED RXPECTED
BAXIRON TESTS POSSIBLE: 108.0
TOTAL TESTS: 108.0
SSCCRSSES : 52.0 0.8810500¢8883%
MILORES: 56.0  0.519%ses50s0s5000000%

INDRPEEDEECE: PACTOR C IS THE OUTSIDE PFACTOR.

1 2 3
B oOr A 0.333 0.778 0.0
A oOr B o.M 0.88% 0.111
RZC.

PRST SUHNNARY STATISTICS: INDEPEEDENCE.

DATA HMATRIX BRING CAXCKED PFPOR INDEPEEDEECE:

B IEDEPREDRNT OP C AND A

BLOCK 1.
TEST VIOLATIONS: PIRST O PAILURES.

TEST SURAARY STATISTICS: INDEPEEDENCE.

B INDEPEEDENT OF C AND A

page 5
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APPRUDIX 2 page 6

THE VALUES PRINTED BELOS INDICATE THE DEGREE TO WRICH o
TERE AXIONS ARE BEING PIT BY THE DATA.
SER THR ®“CJSCAL®™ EANDBOOK POR A DETAILED EBXPLANATION.

NUNBER PERCERT PRRCENT SIGHIPF
OBSERVED EXPECTED

BAXINUS TESTS POSSIBLR: 108.0 |
TOTAL PTESTS: 108.0 )
SOCCERSSES: 56.0  0.519%sssssses &
MILUARS: 52.0 0.48 1555253855585 58858 |
=}
|
o
INDEPESDENCE: PACTOR A IS THE OUTSIDE PACTOR. N
1 2 3 a
C or B 0.778 0.1 0.778 |
B or C 0.9111  0.8488 0.778
uc. )
:_;5.
 PESY SPENARY STATISTICS: INDEPENDENCE.
DATA MATRIX BEING CHECKED POR INDEPENDENCE:

C INDEPRUDENT OF A AND B .
BLOCX 1. -
PEST VIOLATIONS: PIRST O PAILURES. o
PRSP SSNSARY STATISTICS: INDEPENDENCE. .

wl
<
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C IRDEPREDEET OF A AND B

THR VALUES PRINTED BELOW INDICATE THE DEGREE TO WHICH
TER AXIONS ARE BEING PIT BY THE DATA.
SER THE “CIJSCAL®™ HANDBOOK FOR A DETAILED EXPLANATION.

Ao dnd B R R

NUBBER PERCENT PERCENET SIGHIP
OBSERVED EXPECTED

RAXIRUR TBSTS POSSIBIE: 108.0

TOTAL PESTS: 108.0
SPCCRSSES : 66.0 0.61 108 esen
FAILORES: 82.0 0 .389%s 508858800808

INDEPREDBECE: PACTOR B IS THE OUTSIDE PFACTOR.

1 2 3
A or c 0.778 0.778 0.778
C or 0.111 0.778 0.778

TEST SURNARY STATISTICS: DOUBLE CANCEBLLATION.

DATA BATRIX BRING CHECKED POR DOUBLE CANCELLATION: BLOCK 1.

POUBLE CANCELLATION IN A X B .
TEST VIOLATIONS: PIRST O PAILURES.

B?C.
TES? SUBBARY STATISTICS: DOUBLE CABCELLATION.




DOUBLE CANCELLATION IN A X B

THER VALURS PRINTED BELOW INDICATE THE DEGREER TO WHICH
THE AXIONS ARE BEING FIT BY THE DATA.
SEBE THR ®CJSCAL®™ RANIBOOK FOR A DETAILED EXPLANATION.

BUBBER PERCENT PERCENT SIGHIPF
OBSERVED EXPECTED

SAXIAVR TESTS POSSIBIE: 3.0
TOTAL TRSTS: 1.0
SUCCEBSSES 3 0.0 0.0 *sssssess ;
M ILIRES: 1.0 1.000%*s3s5s855 5000502 jﬁ'}
TRST SUNNARY STATISTICS: DOUELE CANCRLLATION. a

A" ‘l. ';n il "l

DOWBLE CANCBLLATION I¥ B X C

HO TESTS ARE ROSSIBLE IB THE DATA.

rid

TES? SUNNARY STATISTICS: DOUBLE CARCELLATION.

DOUBLE CANCEBLIATION I¥ C X A

H

R & e e te i eTacta eTe e Tttt st - I P R T I S
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B0 TESTS ARE POSSIBLE IN THE DATA.
TEST SUENARY STATISTICS: JOINT INDEPERNDENCE.

DATA BATRIX BEING CHECKED FOR JOINT INDEPREDENCE:

A X B IFDEFENDEN® OFP C .
BLOCK : 1.
T3ST VIOLATIONS: PIRST O PAILURES.

TESF SUNBARY STATISTICS: JOINT INDEPBEDEIECE.

A X B INDEEIDENT OF C

THRE VALUES PRINTED BELOW INDICATE THE DEGREE TO WHICH
THER AXIONS ARER BEING PIT BY THE DATA.
SER THR “CJSCAL®™ HANDBOOK FOR A DETAILED EXPLANATION.

BUNBER PERCENT PRERRCENT SIGEIP
: OBSERVED EXPECTED
SAXINUE TESTS POSSIBIR: %08.0
20721 TESTS: 108.0
SWCCBSSES: 68.0 0.63058s828008
- PAILURES: 80.0 0.370%s08550008 00808050
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I

.
’ax

JOINT-INDEPENDENCE: PACTOR C IS THE OUTSIDE PACTOR.

‘.' A, B oOr c = 0.578
cC or A, B W= 0.386
TEST SUBNARY STATISTICS: JOINT INDEPENDERCE.

DATA BMATRIX BEING CHECKED FOR JOINT INDEPENDENCE:

B X C INDEPREDENT OF A .
Lo ’ a8
PRSP VIOLATIONS: PIRST O PATLURES. 7

N
.

TEST SUHAARY STATISTICS: JOINT INDEPREDENCE. o

B X C INMEFEIDET OF A o
PHE VALUES PRINTED BELOW INDICATE THE DEGREE TO WHICH =2
PEE AXIONS ARE BEING PIT BY THE DATA.

SEE TER ®CISCAL® BANDBOOK POR A DETAILED RXPLANATION. -
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BUNBER PERCENT PERCENT SIGEIP
OBSERVED BXPECTED

SAZINUR TESTS POSSIBIE: 108.0
O3] TESTS: . 108.0
SCCRSSES ¢ 60.0 0.556%¢s080008
MILINES: 48.0 0.833 5885225555 58000 0%

mmmm: PACTOR A IS THE OUTSIDE PACTOR.

B, C or A ¥=  0.437
a2 or B, C. "= 0.086
SSENARY STATISTICS: JOINT INDEPENDENCE.

-, SA¥A NARIX BEING CHECKED FOR JOIN? INDEPENDENCE:

€ X A IsbersspENr OF B .

0 PAILURES.

23S% SSEBARY STATISTICS: JOIN? INDEPENDENCE.

R SRR
i »"‘.ﬁ"')“‘

iy
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€C X A INDEPREDEET OF B

N THR VALUES PRINTED BELOW INDICATE THE DEGREE 70 WHICH
N TER AXIONS ARE BEING FIT BY THE DATA.
SEE THE *CJSCAL™ BANDBOOK POR A DETAILED BXPLANATION.

il e ) I\

NUBMBER PERCENT PRRCENT SIGEIP
OBSERVED EBXPECTED

BAXINUN TESTS POSSIBILE: 108.0 :?
;. POTAL TRSTS: 108.0

' SGCCRSSES : 56.0 0.519%sesss05s

FAILBRES: 52.0 0.88 10ttt Es it

JOINT-INDEPENDENCE: PACTOR B IS THE OUTSIDE PACTOR.

C, A oOrF B W= 0.37%
B or C., A = 0.160
TEST SUBEARY STATISTICS: DISTRIB CANCELLATION. 1

PACTOR A IS THE OUTSIDE PACTOR. N

DATA BATRIX BEING CHICKED POR DISTRIB CANCELLATION: BLOCK: 1.
TEST VIOLATIONS: PIRST O PAILURBS.

TEST SUNHARY STATISTICS: DISTRIB CANCELLATION.

PACTOR A IS THE OUTSIDE PACTOR.

.................
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APPRNDIX 2

DISTRIBUTIVE CANCELLATION

THE VALUERS PRINTED BELOW INDICATE THE DEGREE TO WHICH
THE AXIOBS ARE BERING FIT BY THE DATA.
SEE THE "CJSCAL®™ HANDBOOK FOR A DETAILED EXPLANATION.

NUBBER PRRCENT PERCEET SIGERIF
OBSERVED EXPECTED

BAXIRUR TESTS POSSIBIRE: 283.0
TOTAL TESTS: 238.0
' SUCCESSES: 208.0 0.87a%s85258%2

MILORES: 30.0 0126055535085 08 88848
TEST SUNBARY STATISTICS: DISTRIB CANCELLATION.
PACTOR B IS THE OUTSIDE PACTOR.

DATA EATRIX BEING CHBCKED POR DISTRIB CANCELLATION: BLOCK:
TEST VIOLATIONS: PIBST O PAILURES.

TEST SUNHARY STATISTICS: DISTRIB CAWNCELLATION.

PACTIOR B IS THE OUTSIDE PACTOR.

1.
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¥ 1
I

‘%4

Oy

¥ DISTRIBUTIVE CANCELLATION

o {

- {

* THE VALUES PRINTED BELOW IEDICATE THE DEGREE TO WHICH
3 THE AXIONS ARE BEING PIT BY THE DATA.
it SBE THE ®CJSCAL®™ HANDBOOK FPOR A DETAILED EXPLANATION.

4
BUNBER PERCENT PERCENT SIGEIP j
y ;:é OBSERVED EXPECTED ‘
b HAXINUS TESTS POSSIBLE: 253.0

| TOTAL TESTS: 237.0
: SUCCBSSES : 215.0 0.907%sss2358s
X FAILDRES: 22.0 0.093%5 888250882200 88%

4
TRST? SUMMARY SPATISTICS: DISTRIB CANCELLATION. {

PACYOR C IS THEE OUTSIDE PACTOR.

Il e
TRORRNTAL 8-
.~ dea

5.4

PR

DATA BATRIX BEING CRECKED FOR DISTRIB CARCEBLLATION: BLOCK: 1.

© 8

Fr iR

TEST VIOLATIONS: PFIRST O PAILOURES.

TEST SUNEARY STATISTICS: DISTRIB CANCELLATION.

”
-
-

PACTOR C IS THE OUTSIDE PACTOR.

IR TR R
o

i

a7

"
J X
-~ el — o
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- DISTRIBUTIVE CANCELLATION

kel

THE VALUES PRINTED BELOW INDICATE THE DEGRER TO WRICH
THE AXIOHS ARE BEBING PIT BY THE DATA.
SEE THR "CJSCAL®™ BANDBOOK FOR A DETAILED RXIPLABATION.

NUNBER PERCENT PERCENT SIGNIP
OBSERVED EXPECTED

Bty

‘n'l"

HBAXIEUB TESTS POSSIBIE: 283.0

TOTAL TESTS: 282.0
SUCCRSSES : 196 .0 0.8 10552 0%%
PAILBRES: 86.0 0 . 190 552252 2B E S 2B %S

5
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APPREDIX 2 page 16 -,
R
s » A T 1: !
0SU VERSION 2.0
APRIL, 1983
THONAS E. NYGRER
DEPARTEENT OF PSYCHOLOGY .
OHIO STATE UNIVERSITY F'{
80AC W. 17TH AVENUE
COLUNBUS, OHIO
y
‘-j
o * B I ¢
s A L I ¥ ¢ ;
DATA MATRIX: BLOCK 1. A
BATRIX BLOCK NO. = 1 c=1 N
A= 1 2 3
B=1 21.00 13.00 24.00
B=2 22.00 27.00 8.00 ﬁ'
C=2 h
A= L) 2 3 3
B =1 11.00 16.00 23.00 3
B =2 3.00 7.00 &.00
B=3 10.00 100 17.00
c=3
A= 1 2 3
B=1 15.00 5.00 26.00
B=2 12.00 20.00 19.00
p=3 25.00 6.00 18.00
PARANETER VALUES POR DOING CONJOINT SCALING:
R
o v " ;:;" - »-...a o -‘ R -..;-" -_...- oo J:-'-.--" ......... a".-.':c";'.';'.';‘.';'_.';".';'."‘:;':_‘ o ‘—.__:_.‘ . ;L‘A; ' N i




APPENDIX 2

WP - WUNBER OF FACTORS IN THE DESIGRE

B - TOTAL NUNBER OF LEVELS OF ALL PACTORS
EBLKS - NUNBER OF BLOCKS IN THE DESIGH
ITRLIE - BAXINRUN NUNBER OF ITEBRATIONS ALLOWED
IPIES -~ ARE TIBES IB DATA TO BR LEPT AS TIRES?
LABEL - ARE LABELS PROVIDED BY THE USEBR?

EREVE - IS INPUT DATA TO BE REVERSED?
IPLOT ~ IS A PLOT QF THE PIT TO BE HADE?

it

CRITR - BININUA INRPROVENENT CRITERION
START - CONSTANT TO BE ADDED TO SCALE VALUBS

o=
&

RANDOB STARTING CONPIGURATION:

gea

0.452 0392 0.280 0.158
0.123 0919 0.808 0.177
DATA BATRIX: SUBJECT/REPLICATIOR HNO.

2% @

BLOCK STIB LEVELS OGP PACTORS

1 1 1.0 0.0 0.0 1.0 0.0 0.0
) 2 1.0 0.0 0.0 1.0 0.0 0.0
:;.3 1 3 1.0 0.0 0.0 .0 0.0 0.0
L S 1.0 0.0 0.0 0.0 1.0 0.0
1 6 .0 0.0 0.0 0.0 1.0 0.0
g 1 ? 1.0 0.0 0.0 0.0 0.0 1.0
. 1 8 1.0 0.0 0.0 0.0 0.0 1.0
) 9 .0 0.0 0.0 0.0 0.0 1.0
g 1 10 0.0 1.0 0.0 1.0 0.0 0.0
1 1 R 0.0 1.0 0.0 1.0 0.0 0.0
1 122 0.0 1.0 0.0 1.0 0.0 0.0
T{ 1 3 0.0 1.0 0.0 0.0 1.0 0.0
v ) L L 0.0 1.0 0.0 0.0 1.0 0.0
) % 0.0 1.0 0.0 0.0 7.0 0.0
byt ‘ " 0.0 1 .o 0.0 0.0 0 .0 1.0
) J 7 0.0 .0 0.0 0.0 0.0 1.0
) 8 0.0 1.0 0.0 0.0 0.0 1.0

73 SRR LA

WPUN - IS PFINAL SOLUTION TO BE PUNCHED OR CARDS?
LASTIT - IS SOLUTION FROMA LAST ITERATION TO BE USED?

IRAE — RANDON NUMBER FPOR STARTING THE ANALYSIS

3.0
0.0
0.0
1.0
0.0
0.0
1.0
0.0
0.0
1.0
0.0
0.0
1.0
0.0
0.0
1.0
o.o
0.0

3

9

3
60
B0
IBS
(4]
IES
| [0
N0

766 55659
0.00001
0.0

0.828

0.0
1.0
0.0
0.0
1.0
0.0
0.0
1.0
0.0
0.0
1.0
0.0
0.0
1.0
0.0
0.0
1.0
0.0

o.o
0.0
1.0
0.0
0.0
1.0
0.0
0.0
1.0
0.0
0.0
1.0
0.0
0.0
1.0
0.0
0.0
1.0

page 17

21.0
11.0
15.0
22.0

12.0
%’.0
10.0
25.0
13.0
6.0

27.0
7.0
20.0
2.0
1.0
6.0

A e —& s v vt ata’a’ a®a m ma ,._‘_._J




T d
~ i
_; APPEEDIX 2 page 18 1
"’:j 4
25
" ‘ ‘9 o.o o.o 1.0 1.0 OQO o.o 1.0 o.o 0.0 2“.0 i
N 1" 20 0.0 0.0 1.0 1.0 0.0 0.0 0.0 1.0 0.0 23.0
N 1 21 0.0 0.0 1.0 1.0 0.0 0.0 0.0 0.0 1.0 26.0 ]
i~ 1™ 22 0.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0 0.0 8.0
Y 1T 23 0.0 0.0 1.0 0.0 1.0 0.0 0.0 1.0 0.0 &.0
T 24 0.0 00 1.0 0.0 1.0 0.0 0.0 0.0 1.0 19.0
e 1 25 0.0 00 1.0 0.0 0.0 10 1.0 0.0 0.0 9.0 T
¢ 1" 26 0.0 0.0 1.0 0.0 0.0 1.0 0.0 1.0 0.0 17.0
B 1 27 0.0 0.0 1.0 0.0 0.0 1.0 0.0 0.0 1.0 18.0
4 RISTORY OF ITERATIVE COERPUTATIONS J
ITERATION THET A0

=
Al | 0.7581® 0.0370&
2% 2 0.25042 0.32768
& 3 0.23950 0.34473
~ . 0.2387 0.38862
o s 0.23872 0.35613
6 0.23543  0.36752 f
1 7 0.23287 0.35613
8 8 0.23364 0.37892
‘ 9 0.23189 0.36182 4

% 0.23257 0.37892 |
) 0.23133 0.36182
: 22 0.23190 0.37892
& 13 0.23100 0.36182
3 " 0.2318 0.37892
" 0.23080 0.36182
N % 0.2318  0.37892
N " 0.23069 0.36182
3 18 0.23098 0.37892
2 19 0.23062 0.36182 ]
P> 20 0.23085 0.37892 :
- 21 0.23058 0.36182
| 22 0.2307% 0.37892 .
A 23 0.23056 0.36182 :
e 20 0.23070 0.37892 -
o) 25 0.23055 0.36182 §
5 26 0.23066 0.37892 :
' 27 0.2305% 0.36182 .
. 28 0.23063 0.37892
3 29 0.23058 0.36182
o 30 0.23060 0.37892
: 31 0.2305% 0.36182

32 0.23059 0.37892

33 0.2305%% 0.36182

™ 0.23058 0.37892
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SCALE VALURS BELOS ARE PRINTED FRON ITERATION EO. &S.

1
2
3
8
S
6
7
8
9
D

A
STIn

PFRORIBvovonswne

S8BYRY

L 2]
82
83
a8
as

VARIABLE

TINRY
TINR2
TINE3
EPPORT1
EFPORT2
EPPORTI
STRESS 1
STRESS2
STRESS3

DITIVE SCALE
s LBVELS

NNVNNNNNNDa e e o o
NVWNGD DB WWWNNND e

0.2305
0.23057
0.23058
0.23056
0.23058
0.23056
0.23058
0.23056
0.2305%
0.23055
0.23055

ADDITIVE
20IBL

=0.19906
0.83429
-0.22M2
-0.86930
0.09193
0.38197
-0.1797
0.60735
~0.81786

VALUERS POR

WNWNaSWNaaWNSWNL

............

0.36182
0.37892
0.36182
0.37892
0.36182
0.37892
0.36182
0.37892
0.36182
0.37892
0.36182

ADDITIVE HULTIP
RESCALED HODEL
27.02857 0.81950
90.35976 1.54387
28.13876 0.79619
0.0 0.625a4
56.12321 1.09629
85.12750 1.46517
28.96304 0.83554
107.66515 1.83556
S.14383 0.65845
27 STINULI.
STANDARD RESCALED
-0.84803 26.70498
-0.06101 105.40704
-1.08622 2.88582
-0.28680 82.82817
0.50022 161.53020
-0 .52499 59.00894
0.00324 111.83243
0.79026 190.534848
-0.23895 88.01323
-0.21468 90.04013
0.57234 168.74217
-0 .45287 66.22090
0 .38655 186.16327
1.13357 226 .86543
0.10836 122.348410

page 19




AURRBUNEBIBIR
wONN

-
gwwwwwuuw

27.000
26.000
25.000
28.000
23.000
22.000
21.000
20.000
19.000
18.000
17.000
16.000
15.000
1.000
13.000
12.000
11.000
10.000
9.000
8.000
7.000
6.000
5.000
8.000
3.000
2.000
1.000

WWWINNNs s WWWw

d

WNSWNa W Wi

0.387
-1.115
-0.235
-0.090
-0.287
-0.848

0.108
-0.558
-0.264

0.761

0.572

0.003
-0.215
-0.525
-0.061

0.790
-0.026
-0.316

1.134

0.398
-0.4853

0.8471%

0.500

0.637

1.828

-------------

0.63659
1.82362
0.39840
-0.87689
-0.08987
-1.11508
-0.31566
0.87136
=0 .55385
-0.02562
0.761a1
-0.26381

________________

175.16756
253.86972
151.38839
23.8191%5
102.52122
0.0
79.98237
158.64809
56.12315
108.94661
187.64877
85.127a4

ICTIONS SORTED BY DEPENDERT.

PREDICTIVE CAPABILITY = 371.054 PERCENT
OR = 68.986 IF DATA ARE 1IN REVERSE ORDER.

BLOCK NO.

T.
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APPEEDIX 2

BB OF BOMMBTRIC SCALING ANALYSIS.
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OSU VERSION 2.0 9

APRIL, 1983 -

THONAS E. EYGREN
DEPARTAENT OF PSYCHOLOGY
OBIO STATE UNIVERSITY
808C W. 17TH AVENUR
COLUBBUS, OHIO

TITLE: EXANPLE ¥O. 1.
PITLE: 27 STIBRUDLI. 3X3X3 DESIGE. RANDOM DATA. (76655659).
ZPITLE: 7 RANK SUBJECT. STINULI ARE IN THE NATURAL ORDER.

POREAT POR READING IN DATA =
(3IM.2)

IBITIAL PARARETERS POR ANALYSIS:

IAX -~ ARE TESTS OF AXIOMS TO BE HADE? IES
ICOB - IS A CONJOINT SCALING TO BE DONE? IBS
B? - NUBBER OF FACTORS IR THE DESIGHN 3
EBLKS - NUNBER OF BLOCKS IN THE DESIGE . |
BREP - NUNBRER OF DATA MATRICES TO BE SCALED 1
PLAG - IS THERE HORE THAN ONE OBSERVATION PER CRLL? "o
JETIP - HETHOD POR READING IN DATA BATRICRES IS: -2
SHPTY - BISSING DATA CUTOPF VALUR IS: 0.0
OVRD - ARE SUBJECTS DATA TO BE AVERAGED REGARDLESS? YBS
JURIT -~ UEIT NUHBER POR INPUT OF DATA S
BCARD -~ NUNBER OF TITLR/DESCRIPTION CARDS USED 3
PRINT - BAX BUBBER OF VIOLATIONS TO BE PRINTED 0
SUPRS ~ SUPPRESS PRINTING OF CELL VIOLATIONS? YES
BUBBRR OF DINENSIONS: DIN (;) DIN (g) pIN (g) pIA (:) DIN (3)

P
AR
[P I

PARABETERS POR AXION TESTING PROCEDURE:

AXIOBS 70 BE TESTED: AXTEST1 AXTEST2 AITEST3 AXTESTS AXTRSTS »
(INDEP) (DBLCAN) (JINDEP) (DSTCAN) (DDCAN)
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‘t v
i 3
&
! s YES YES YES %0
! 3 DISTLV(1) DISTLV(2) DISTLV(3) DDSTLY(1) DDSTLV(2) DDSTLV(3)
B - es ¥zs YzS %0 50 %0
AVERAGED DATA PRON AVERAGING PROCEDURE: BLOCK 1.
N N BLOCK STINULUS  AVERAGE VALUX
% 3 1 1 13.00
g : 1 2 21.00
1 3 24,00
E 1 . 8.00
e 1 s 22.00
. 1 6 27.00
g w) ‘ 1 2.00
g 2 1 8 9.00
‘ 1 9 .00
;. 1 10 11.00
d % 1 1" 16.00
3 1 2 23.00
‘. 1 13 3.00
i 1 " 8.00
1 15 7.00
1 16 1.00
: 3 1 17 10.00
H 2 1 18 17.00
: 1 19 5.00
1 20 15.00
N 1 21 26.00
1 1 22 12.00
H 1 23 19.00
“EEN 1 20 20.00
1 1 25 6.00
. 1 26 18.00
1 27 25.00

vl

DATA BATRIX BRING CHECKED POR AXIOB VIOLATIOES.
BLOCK 1. REPLICATION 1 OF 1.

"’ %3
N~
P d BATRIX BLOCK NO. = 1 c=1
j A= 1 2 3
B > B=1 13.00 21.00 24.00
3 B =2 8.00 22.00 27.00
B=3 2.00 9.00 18.00




PR AL D L )

C =2
3
23.00
7.00
17.00
, C=3
A= L 2 3
B =1 5.00 15.00 26.00
B =2 12.00 19.00 20.00
B =3 6.00 18.00 25.00
TRST SUBHARY STATISTICS: INDEPERDENCE.

A INDEPEEDENT OF B AED C

PHER VALUERS PRINTED BELOW INDICATE THE DEGREE TO WHICH
THER AXIONS ARE BEING PIT BY THE DATA.
SER THE ®CJSCAL®™ HANDBOOK FOR A DETAILED RXIPLANATION.

NUNBER PERCERT PERCENT SIGNIP
OBSERVED EXPECTED

BAXIRUR TESTS POSSIBIR: 108.0

TOTAL TESTS: 108.0
SUCCRSSBS : 108.0 1.000 %8252
PAILURES: 0.0 0.0 SEEEBEBESESELESSS

INDEPEEDRECE:

PACTOR C IS THE OUTSIDE PACTOR.

2 3

.........
.........
...................
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0.778 0.778 0.111
$.000 1.000 1.000

BrC.

»w
S

TEST SUNNARY STATISTICS: INDEPENDEECE.

DATA MATRIX BBEING CHECKED POR INDEPENDENCE:

B IEDEPREDENT OF C AND A

BLOCK 1.
TEST VIOLATIONS: FIBST O PAILURES.

TEST SUBMARY STATISTICS: INDEPENDENCE.

B INDEPEEDEET OF C AND A

TEER VALUES PRINTED BELOW INDICATE THE DEGREE 10 WHICH
TRR AXIONS ARE BEING PIT BY THE DATA.
SEE TAE *CJSCAL®™ RANDBOOK PFOR A DETAILED EXPLANATION.

L

NUNBER PERCENT PERCENT SIGHNIPF
OBSERVED EXPECTED

7
.
' ﬁ

BAXINGE TESTS POSSIBIR: 108.0
- TOTAL TESTS: 108.0
: @ SUCCRSSES : 56.0 0.5198sssssses
4, PAILORRS: 52.0 0 .88 199582288850 0000 8

¥
¥
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INDEPENDEECE: PACTOR A IS THE OUTSIDE FACTOR.

1 2 3
cC or B 0.333 0.111 0.a4a
B or c 0.333 0. 1M 0.333

BZC.

TEST SUMBARY STATISTICS: INDEPENDENCE.

DATA BATRIX BEING CHECKED POR INDEPENDENCE:

C INDEPEEDENT OF A AND B

BLOCK 1.
TESY VIOLATIONS: PIRST O PAILURES.

TEST SUARARY STATISTICS: INDEPENDENCE.

C IENDEPENDENT OF A AND B

THE VALURS PRINTED BELOW INDICATE THE DEGRER TO WHICH
THR AXIOSS ARE BEING PIT BY THE DATA.
SEE THE *CJSCAL®™ HANDBOOK POR A DETAILED EBXPLANATION.

BUBBER PERCENT PERCENT SIGNIP

OBSBRVED EXIPECTED

BAXINUR TESTS POSSIBlE: 108.0
TOTAL TRS2S: 108.0
SUCCRSSES 60.0 0.55688 005008

page 26
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APPEEDIX 2

PAILUREBS: 48.0 0 . 88550825 053888 08888

INDEPEERDENCE: PIACTOR B IS THE OUTSIDE FACIOR.

1 2 3
A oOr c 1.000 1.000 1.000
c or A 0.333 0.778 0.778

TEBST SUHBHARY STATISTICS: DOUBLE CANCELLATION.

DOUBLE CAENCELLATION IX A X B

THEE VALUES PRINTED BELOW INDICATE THE DEGREE T0 WHICH
THE AXIONS ARE BEING FIT BY THE DATA.
SEE THE "CJSCAL®™ HANDBOOK FOR A DETAILED EXPLANATION.

BUBBER PERCENT PERCENT SIGNIP
OBSERVED EXPECTED

BAXINON TESTS POSSIBIR: 3.0

P0TAL TAESTS: 2.0
SUCCRSSES : 2.0 1.000 %2558
MILORES: 0.0 0.0 2385500088888 88

TEST SUNBARY STATISTICS: DOUBLE CANCELLATION.

DOUBLE CANCELLATION IX B X C

T T R . . N .~
N e S e S e e S e T T L el s PR
VIR SR S . R SR L P WL G SO UL T YU Gl B WS UL S W
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-

NO TESTS ARE POSSIBLE IN THE DATA.

TES? SUBBRARY STATISTICS: DOUBLE CANCELLATIOK.

e nd IV e

DOUBLE CANCELLATION I¥ C X A

Py v

THE VALUES PRINTED BELOW INDICATE THE DEGREE TO RWHICH
THE AXIONS ARE BEING PIT BY THE DATA.
SEE THR “CJSCAL™ HANDBOOK POR A DETAILED EXIPLABATION.

! -iPH

BUNBER PERCENT PERCENT SIGHIP
OBSERVED EXPECTED

BRSNS U
PSS v

BAXIAUS TESTS POSSIBIR: 3.0

TOIAL TESTS: 1.0
SOCCBSSES: 1.0 1.000%s238558s
PAILURES: 0.0 0.0 *ssseEstsEERRES

&Ry Ny

TEST SUBNARY STATISTICS: JOINT INDEPENDENCE.

i

DATA MATRIX BEING CHRECKED FOR JOINT INDEPENDENCE:

A X B INDEPENDERF OF C .

< AT g

BLOCK : 1.

i TES? VIOLATIONS: PIRST O PAILURES.

2C.
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ala

|
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e

TEST SUBHARY STATISTICS: JOINT INDEPREDENCE.

LO%
s A X B INDEPENDENT OF C
=
£ THE VALUERS PRINTED BELOW INDICATE THE DEGREE TO WHICH

THE AXIONS ARE BEING PIT BY THE DATA.
= SER THE *CJSCAL®™ BRANDBOOK POR A DETAILED RXPLANATION.
&
” BUMBER PERCENT PERCENT SIGEIP
ﬁ OBSERVED BRXPECTED
. BAXINUN TBSTS POSSIBLE: 108.0

TOTAL TESTS: 108.0

SUCCESSES : 80.0 0 .78 1258058838

a PAILURES: 28.0 0.259%58588 8858 8050880

s e

JOINT~-INDEPENDENCE: PACTOR C IS THE OUTSIDE PACTOR.

™
N
A, B o C V= 0.726
4 C oF A, B W= 0.235
N PES?T SUMBARY STATISTICS: JOINT INDEPENDENCE.
£ DATA MATRIX BEING CRECKED FOR JOINT INDEPENDERCE:
o
o2
I~ B X C INDEPENDENT OF 1A .




% APPENDIX 2

BLOCK: 1.
TEST VIOLATIONS: PIRST O PAILURES.

TEST SUNBARY STATISTICS: JOINT INDEPBNDENCE.

B X C IEDEBPENDENT OF A

THE VALUBS PRINTED BELOW IEDICATE THE DEGREE TO WHICH
THE AXIOHS ARE BEING FIT BY THE DATA.
SEBE THE “CJSCAL®™ HANDBOOK POR A DETAXILED EXPLANATION.

NUMBER PERCENT PERCENT SIGNIPF
OBSERVED EXPECTED

BAXIAUN TESTS POSSIBIR: 108.0

TOTAL TESTS: 108.0
SUCCRSSES: 80.0 0.78 10880000
PAILDRES: 28.0 0.259¢5328888885888 8RS

JOINT-~-INDEPENDENCE: PACTOR A IS THR OUTSIDE FACTOR.

B, c or A = 0.778
A Or B, c W= 1.000
TEST SUBAARY STATISTICS: JOINT INDEPENDEECE.

page 30
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5014

PO

a2

DATA NATRIX BEING CHECKED FOR JOINT INDEPENDENCE: k

T ]
Py ure

C X A INDEPREDENTr OF B .

BLOCK: LIS

- A Be as ot ot

TEST VIOLATIONS: PIRST 0 PAILURES.

l‘.'t';""n,

TEST SUNBARY STATISTICS: JOINT INDEPENDEINCE.

W!"'ﬁ"z
Taldls

cC Xx A INDEPEEDENT OF B

THE VALUERS PRIBTED BELOW INDICATE THE DEGREER T0 WHICH
THE AXIONS ARE BEING FIT BY THE DATA.
SER THE "CJSCAL®™ HANDBOOK POR A DETAILED EXPLANRATION.

RUBBER PERCENT PRRCENT SIGNIPF
OBSERVED EXPECTED

BAXIBUN TESTS POSSIBIE: 108.0
E TOTAL TESTS: 108.0
SUCCESSES : 78.0 0.7228%%%5%8%2
FAILURES: 30.0 0.278%503850085 55805000
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APPREDIX 2

JOINT-INDEPBEDENCE: PACTOR B IS THE OUTSIDE FACTOR.

C., A or B W= 0.719
B OF C. A = 0.160
TEST SUMNARY STATISTICS: DISTRIB CANCELLATIOR.

PACTOR A IS THE OUTSIDE PACTOR.

DATA HATRIX BEING CHECKED FOR DISTRIB CANCELLATION:

TEST VIOLATIONS: PIRST O PAILURES.

TEST SUHNARY STATISTICS: DISTRIB CANCELLATION.

PFACTOR A IS THE OUTSIDE PACTOR.

DISTRIBUTIVE CANCELLATION

THE VALUES PRINTED BELOW INDICATE THE DEGREE TO WHICH
THE AXIONS ARE BEING FIT BY THE DATA.
SEE THR ®CJSCAL®™ BANDBOOK PFOR A DETAILED EXPLANATION.

NUMBER PERCENT PERCENT
OBSERVED EXPECTED

BAXIBNUB TESTS POSSIBlE: 2403.0
TOTAL TESTS: 283.0
SUCCRSSES: 235.0 0.967%sss8s8s

page 32
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PAILORES: 8.0 0,033 52586

TEST SUNHARY STATISTICS: DISTRIB CANCELLATION.

PACTOR B IS THE QUTSIDE PACTOR.

DATA BATRIX BREIRG CHECKED FOR DISTBRIB CARCELLATION:

TEST VIOLATIONS: PIRST O PAILUBRBS.

TEST SUMBARY STATISTICS: DISTRIB CAECELLATION.

PACIOR B IS THE OUTSIDE PACTOR.

DISTRIBUTIVE CANCELLATION

THER VALUES PRINTED BELOWR INDICATE THE DEGREE TO WHICEH

THE AXIOHS ARE BRING PIT BY THE DATA.

SEE THE *"CJSCAL® HANDBOOK FOR A DETAILED EXIPLANATIOS.

BLOCK:

NUMBER PERCENT PERCENT SIGNIF

OBSERVED EXPECTED

SAXIBUE TESTS POSSIBIE: 283.0

TOTAL TESTS: 235.0
SUCCRSSES : 227.0 0.966%05ks828
FAILORES: 8.0 0.0309525823080808888%

page 33
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APPRUDIX 2 page 38
TEST SUNBARY STATISTICS: DISTRIB CABCELLATION.

:

PACTIOR C IS THE OUTSIDE FACTOR. g

DATA NATRIX BEING CHECKED POR DISTRIB CANCELLATION: BLOCK: 1.
TEST VIOLATIONS: PIRST O PAILURES. 3

TEST SUNNARY STATISTICS: DISTRIB CABCELLATION. 7]

PACTOR C IS THE OUTSIDE PACTOR.

DISTRIBUTIVE CABCELLATION

THEE VALUES PRINTED BELOW INDICATE THE DEGREE TO WHICH
THE AXIONS ARE BRING PIT BY THEE DATA.
SEE THE “CJSCAL"™ HANDBOOK PFOR A DETAILED EXPLANATION.

§ LN a et

BUNBER PERCERT PERCENT SIGERIP

;; OBSERVED EXPECTED
.;;
3 BAXINOH TESTS POSSIBIR: 203.0
N TOTAL TESTS: 224.0
SUCCESSES : 218.0 0.973%sssss0ss

FAILDREBS: 6.0 0.027%0s82858285808 %8S

L
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! s . A ? 1:
N OSU VERSION 2.0
& APRIL, 1983
THOMAS E. NYGREN
" DEPARTNENET OF PSYCHOLOGY
& OHIO STATE UNIVERSITY
804C W. 17TH AVENOE
- COLUMBUS, OHIO
¥
5 E T I ¢
ﬁ s A L " 6
#]
= DATA BATRIX: BLOCK 1.
3 BATRIX BLOCK ¥O. = 1 c=1
4 A= 1 2 3
B=1 13.00 21.00 248.00
! B=2 8.00 22.00 27.00
B=3 2.00 9.00 14.00
C=2
o A= 1 2 3
o B =1 11.00 16.00 23.00
B =2 3.00 &.00 7.00
B=3 1.00 10.00 17.00
,, :?3 C=3
j - A= 1 2 3
B=1 5.00 15.00 26.00
B =2 12.00 19.00 20.00
B=3 6.00 18.00 25.00
PARANETER VALUES POR DOING COBJOINT SCALING:
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Suadiote A

BP - NUNBER OF PACTORS IN THE DESIGHN 3
B - TOTAL BUMBER OF LEVELS OF ALL PACTORS 9 l

NBLKS ~ NUMBER OF BLOCKS IN THE DRSIGR 1

ITRLIE -~ HAXIEUN RUMBER OF ITERATIONS ALLOWED 60
ITIES - ARE TIES IN DATA T0 BRE LEPT AS TIEBS? RO
LABEL - ARE LABELS PROVIDED BY THE USER? YES
BPUN - IS PINAL SOLUTION TO BE PUNCHED ON CARDS? ¥O

LASTIT - IS SOLUTION PRONM LAST ITERATION TO BE USED? YES
MREVR - IS INPUT DATA TO BE REVERSED? NO
IPLOT - IS A PLOT OF THE PIT TO BE HMADE? NO
IRAN ~ RANDOE BOUMBER POR STARTING THE ANALYSIS 76655659
CRITR - NMININUN INPROVEBENT CRITERION 0.00001
START - CONSTANT TO BE ADDED TO SCALE VALUES 0.0

RANDON STARTING CONFIGURATION:

0.852 0.392 0.280 0.158 0.428
0.123 0.919 0.308 0.177
DATA NATRIX: SUBJECT/REPLICATION NO. 1
k
BLOCK STIN LEVELS OF FACTORS ’
1 1 1.0 0.0 0.0 1.0 0.0 0.0 1.0 0.0 0.0 13.0 ’
1 2 1.0 0.0 0.0 1.0 0.0 0.0 0.0 1.0 0.0 1.0
1 3 1.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 1.0 5.0 ]
1 s 3.0 00 0.0 0.0 1.0 0.0 1.0 0.0 0.0 8.0
) s 3.0 0.0 0.0 0.0 1.0 0.0 0.0 1.0 0.0 3.0
1 6 1.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 1.0 12.0
1 7 1.0 0.0 0.0 0.0 0.0 1.0 1.0 0.0 0.0 2.0
] 8 1.0 0.0 0.0 0.0 0.0 1.0 0.0 1.0 0.0 1.0
1 9 10 0.0 0.0 0.0 0.0 1.0 0.0 0.0 3.0 6.0 .,
1 0.0 1.0 0.0 1.0 0.0 0.0 1.0 0.0 0.0 21.0 -
1 0.0 10 0.0 10 0.0 0.0 0.0 1.0 0.0 t6.0 9
1 0.0 10 0.0 1.0 0.0 0.0 0.0 0.0 1.0 15.0
) 0.0 10 0.0 0.0 3.0 0.0 1.0 0.0 0.0 22.0
1 0.0 %0 0.0 0.0 3.0 0.0 0.0 1.0 0.0 &.0
1 0.0 10 0.0 0.0 %0 0.0 0.0 0.0 1.0 19.0
1 0.0 10 0.0 0.0 0.0 1.0 1.0 0.0 0.0 9.0
1 0.0 10 0.0 0.0 0.0 1.0 0.0 1.0 0.0 1.0
1 0.0 1.0 0.0 0.0 0.0 1.0 0.0 0.0 3.0 18.0
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APPENDIX 2
1 9% 0.0 0.0 1.0 1.0 0.0 0.0 1.0
L) 20 0.0 0.0 1.0 .0 0.0 0.0 0.0
1 21 0.0 0.0 1.0 1.0 0.0 0.0 0.0
1 22 0.0 0.0 1.0 0.0 1.0 0.0 1.0
L) 23 0.0 0.0 1.0 0.0 1.0 0.0 0.0
1 28 0.0 0. 1.0 0.0 1.0 0.0 0.0
1 25 0.0 0.0 .0 0.0 0.0 1.0 1.0
1 26 0.0 0.0 1.0 0.0 0.0 1.0 0.0
L) 27 0.0 0.0 1.0 0.0 0.0 1.0 0.0
BISTORY OF ITERATIVE COMPUTATIONS
ITERATION THETA TAD
L) 0.71267 0.12251
2 0.1737% 0.52137
3 0.18285 0.63533
& 0.159M 0.63533
S 0.1812 0.64672
6 0.16152 0.62963
7 0.15099 0.62393
8 0.15612 0.68103
9 0.15085 0.62393
° 0.15320 0.68%W3
11 0.15047 0.62393
12 0.15152 0.68103
3 0.15006 0.62393
" 0.15048 0.63533
15 0.18969 0.64103
16 0.14981 0.63533
” 0.14937 0.68103
18 0.18936 0.63533
19 0.18912 0.64103
20 0.18905 0.62963
21 0.78892 0.647%03
22 0.13868 0.62963
23 0.18877 0.68103
28 0.714868 0.62963
25 0.1886M 0.68%3
26 0.34857 0.62963
27 0.18855 0.64103
28 0.18849 0.62963
29 0.718848 0.63103

SCALE VALURS BELOW ARE PRINTED PROM ITERATION NO. 29.

0.0
1.0
0.0
0.0
1.0
0.0
0.0
1.0
0.0

- SRS
LI

0.0
0.0
1.0
o.o
0.0
1.0
0.0
o.o
1.0

...........................

''''''
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24.0
23.0
26.0
27.0

7.0
20.0
4.0
17.0
25.0
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VOYRARVWSWNS

ADDITIVE SCALE
STIin:

NRRRERNNBEt2 R R 2B oovwonswna

VARIABLE

TIEE?
TINR2
TIAR3
EPPORT
EPFPORT2
RPPFORT3
STRESS1
STRESS2
STRESS3

LEBVELS

WWWWWWLWWwWINNNNNNNNNNee d e e oo
WWWINNNDGDDWWWNNNRS a2 WWWNIVDNNGDse

ADDITIVE
HODEL

0.57923
-0.07884
-0.80 9%
-0.33958

0.08922

0.31210
-0.18392

0.56547
-0.28989

VALUES POR

WNaWNSWNSWNLQJI(WNSWNSWNSWN WD

R PRl A
AT et P Y

ADDITIVE NULTIP
RESCALED MODEL
98.11780 1.78467
32.31015 0.92419
0.0 0.66902
6.23605 0.71207
49.11652 1.09332
71.80445 1.36629
25.80217 0.86596
96.78 135 1.76027
11.20537 0.74835
27 STIBULI.
STANDARD RESCALED
0.09573 112.71848
0.80512 183.65364
-0.05028 98.117722
0.52853 155.59491
1.23393 226.53416
0.37857 140.99817
0.78741 177.88286
1.85681% 248.82211
0.60145 163.28610
-0.56235 46.90688
0.18704 117.88601
-0.70832 32.31007
-0.13354 89.78735
0.57585 160.72644
-0.27951 75.19055
0.08934 3112.07523
0.79873 183.01839
-0.05663 97.47849
-0 .88545 1].59673
-0.17606 85.53589
-0 .45664 57.47720
0.25275 128.541634
-0.60261 22.88040
~-0.23376 79.76514
0.47563 150.70428
-0.37973 65.16833

DEPENDENT & PREDICTIONS SORTED BY DEPENDENT.

27.000

-0.857

At ARanC Shait Ml Mt i 2

---------------

BLOCK NO.

1.

L amtanlyt I Ny §
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26.000
25.000

23.000
22.000
20.000
19.000
18.000
12.000
16.000
15.000
12.000
13.000
12.000
11.000
10.000
9.000
8.000
7.000
6.000
5.000
8.000
3.000
2.000
1.000

PREDICTIVE CAPABILITY = 18.519 PERCENT
OR = 81.881 IP DATA ARE INE REVERSE ORDER.

BED OF BOMIETRIC SCALING ANALYSIS.

BED SHAT.

-0.380
-0.885
-0.176
-0.13%
-0.562
-0.603
-0.280
-0.057
0.876
0.147
-0.708
-0.23%
0.096
0.379
0.805
0.799
0.089
0.525
0.253
0.601
-0.050
0.576
1.238
0.747
1.857
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I 0SO VERSION 2.0 3

S APRIL, 1983 ]

THOMAS E. BYGREN
DEPARTAENT OF PSYCBOLOGY y

2 OHIO STATE UNIVERSITY 3

o3 804C W. 17TE AVENUE

A COLUNBUS, OHIO

2

3 ;

TITLE: EXANPLE 0. 1.
PTITLR: 27 STINULI. 3X3X3 DESIGN. RANDOE DATA. (76655659). ;
TITLE: 1 RANK SUBJECT. STINULI ARE IN THE NATURAL OBDER. {

_ ]
PORMIAT POR READING IN DATA = d
(377.2)
g
IBITIAL PARANETERS POR ABALYSIS: 4
IAX - ARE ZESTS OF AXIONS TO BE HMADE? YES i
ICO8 - IS A COBRJOIET SCALING T0 BE DONE? IBS
NP - BUNBER OP PACTORS IN THE DESIGN 3
: NBLKS - NUNBER OPF BLOCKS IN THE DESIGN 1
% BREP - BUMNBER OF DATA MATRICES TO BE SCALED 1
‘ PLAG - IS THERE HORE THAN ONE OBSERVATIOB PER CELL? ¥O
INTYP -~ HMETHOD POR READIEG IN DATA BATRICES IS: -2
ENPTY - RISSING DATA CUTOPPF VALUB IS: 0.0 1
b OVRD - ARE SUBJECTS DATA TO BR AVERAGED REGARDLESS? YES :
e JUNIT - UNIT NUNBER POR INPUT OF DATA s
BCARD ~ EUMNBER OF TITLE/DESCRIPTIOR CARDS USED 3 :
PRINT - NMAX NUMBER OPF VIOLATIONS TO BE PRINTED 0 K
- SUPRS -~ SUPPRESS PRINTING OF CELL YIOLATIONS? YBS |
b BUMBER OF DIMEERSIONS: DIN (1) DIR(2) DIN(3) DIN(R) DIR(5)
"?3 3 3 3 0 o _,i
4 ]
i PARAMMETERS POR AXION TESTING PROCEDURE:
hxd K
* AXJONS TO BE TESTED: AXTEST1 AITEST2 AXTEST3 AXTEST4 AXTESTS o

» (INDEP) (DBLCAN) (JINDEP) (DSTCAN) (DDCAN)
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Pl
- ! IBS YBS YBS YBS HO
31 DISTLV(1) DISTLV(2) DISTLV(3) DDSTLV(1) DDSTLV(2) DDSTLY(3)
YES YBS YES NO ¥O X0
" AVERAGED DATA PRON AVERAGING PROCEDURE: BLOCK 1.
R BLOCK STINULUS AVERAGE VALUE
i 1 1 2.00
N 1 2 9.00
1 3 14.00
™ | [ 8.00
o 1 S 21.00
" a ) 8 22.00
1 9 27.00
1 10 1.00
31 1 1M 8.00
g 1 2 7] 7.00
1 13 3.00
o ] [ 10.00
' 1 15 17.00
: | 16 11.00
g . 1 1”7 16 .00
| 3 1 18 23200
g - | 19 5.00
‘ 2| 20 15.00
H 1 21 20.00
§ 1 22 6.00
! 1 23 18.00
~ ;;; 1 2 25.00
B 1 25 12.00
1 26 19.00
- 1 27 26.00
N = DATA MATRIX BEING CHECKED POR AXION VIOLATIONS.
2 BLOCK 1. REPLICATION 1 OF 1.
g 4
-
H o NBATRIX BLOCK NO. = 1 C=1
¥ A= 1 2 3
; ‘g B = 1 2.00 9-00 1“.00
. B=2 8.00 21.00 24.00
B=3 13.00 22.00 27.00

R L

P T T N T I T L N
.................

........................
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APPREDIX 2

L) 2
= 3 1.00 4.00
=2 3.00 10.00
= 3 11.00 16.00

1 2

) 5.00 15.00
2 6.00 18.00
3 12.00 19.00
BHARY STATISTICS:

BAXIBON TESTS POSSIBIE:
TOTAL TESTS:

SUCCBSSES :

PAILDORES:

IBDBPENDENCE: PACTOR

Ol
..........

20.00
25.00

26.0

INDEPENDENCE.

A INDEPENDENT OF B AND

Is

C

THE VALUES PRINTED BELOW INDICATE THE DEGREE TO WHICH
THE AXIONS ARE BEING PIT BY THE DATA.
SER THE "CJSCAL®™ HANDBOOK POR A DETAILED EXPLANATION.

NUMBER PERCENT PRRCEET SIGHIP
OBSERVED RXPECTED

108.0
108.0
108.0 1.000¢%825800s
0.0 0.0 sStssssesssssssess

THE OUTSIDE PACTOR.
2 3

.......
“ e
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B oOr A 1.000 1.000 1.000
A oOr B 1.000 1.000 1.000
TEST SUBHARY STATISTICS: INDRPRNDENCE.

-
o B INDEPEEDEET OPF C AND A
N THE VALUES PRIETED BELOW INDICATE THE DEGREE 70O WHICH
< THE AXIONS ARE BEING PIT BY THE DATA.
SEE THE "CJSCAL®™ HANDBOOK FOR A DETAILED EXPLANATION.
3 BOMBER PERCEET PERCENT SIGNIP
o OBSERVED BIPECTED
. MAXINUE TESTS POSSIBLE: 108.0
. TOTAL TESTS: 108.0
_ SUCCRSSES: W8.0 1.0005ss58508s
PMAILDREBS: 0.0 0.0 P22 2 222 32 23 31

INDEPEEDENCE: PACTOR A IS THE OUTSIDE PACTOR.

~ 1 2 3
cC or B 0.778 0.778 0.778

| - B or c 1.000 1.000 1.000

:;’ m.

>3

~;

- TEST SUMNARY STATISTICS: INDRPENDENCE.

- DATA MATRIX BRXING CHECKED POR INDEPENDENCE:
g o

C INDEPENDENT OF A AND B

.....................
-------------------
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BLOCK 1.
TEST VIOLATIOENS: PIRS?T 0 PAILURES.
TRSY SUNNARY STATISTICS: INDEPEMDEBCE.

C INDEPENDENT OPF A AND B
THER VALURS PRINTED BELOW® INDICATE THRE DEGREE TO BRICH
THRE AXIONS ARE BBING PIT BY THE DATA.
SEE THE ®CJSCAL®™ HANDBOOK POR A DETAILED EXPLABATION.

NUMBER PERCESNT PRERCENT SIGERIP
OBSERVED EXPECTED

BAXIBRUM TBSTS POSSIBIR: 108.0
TOTAL TBSTS: 108.0

SUCCESSES : 88.0 0.8 15258558

M ILDRES: 20.0 0. 1855 s 0t 28000 S
INDEPERDENCR: FACTOR B IS THE OUTSIDE FACTOR.

L 2 3

A oOFr C 1.000 1.000 1.000

c or A 1.000 0.778 1.000
TESY SUNBARY STATISTICS: DOUBLE CARCELLATION.
DATA BATRIX BRING CHICKED POR DOUBLE CANCELLATION: BLOCK 1.
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APPENDIX 2

DOUBLE CANCELLATION IN A X B .
TESY VIOLATIONS: PFIBST O PAILURES.

32C.
TEST SUBBARY STATISTICS: DOUBLE CANCELLATION.

DOUBLE CANCELLATION IN A X B

THE VALUES PRINTED BELOW IEDICATE THE DEGREE T0 WHICH
THE AXIONS ARE BEING PIT BY THE DATA.
SER THE "CJSCAL®™ HANDBOOK FOR A DETAILED EXPLANATION.

SIGN1rF

NUMBER PERCERT PERCERT
OBSERVED EXPECTED
NAXINGN TESTS POSSIBLE: 3.0
TOTAL TESTS: 3.0
SUCCBSS2S : 2.0  0.667%ssrssnes
PAILURES: 1.0  0.333ssssssssesseenies

TEST SUBHARY STATISTICS: DOUBLE CANCELLATION.

DOUBLE CANCELLATION IR B X C

THEE VALUES PRINTED BELOW INDICATE THE DEGREE TO WHICH
THR AXIOHSS ARE BEING PIT BY THE DATA.
SBE THE "CJSCAL® HANDBOOK POR A DETAILED EXPLANATION.
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ki
:
o BUNBER PERCENT PERCENT SIGHIP
v OBSERVED EXPECTED
8 :
1 4
3 BAXINUER TESTS POSSIBLE: 3.0
TOTAL TESTS: 1.0 - -
. SUCCESSES : 1.0 1.000885285 008 1
4 MILURES: 0.0 0.0 SEeSReEEESSEEE ]
; ]
| TEST SUMBNARY STATISTICS: DOUBLE CANCELLATION.
b
¢
3
]
% J
é DOWBLE CANCELLATIOER I¥N C X A -
! THE VALUERS PRINTED BELOW INDICATE TEE DEGREE 70 WHICH ]
THE AXIONS ARE BRING PIT BY THE DATA. >
SBE THE *CJISCAL®™ HANDBOOK POR A DETAILED BXPLANATION. '
NUMBER PERCENT PERCEET SIGHIP
‘ . OBSERVED EXPECTED
3 NAXINUM TESTS POSSIBIE: 3.0 K
TOTAL TESTS: 1.0
SUCCESSES : 1.0 1.0008s28s8880 2
% MILURES: 0.0 0.0 SEER LSS e SRS -
[
- 3
K o
; TRST SUBNARY STATISTICS: JOINT ISDEPENDENCE.
) =)
# |
’ DATA BATRIX BEING CHECKED POR JOINT INDEPENDENCE: -
“j ~
!
: A I B ImDEPENDENT OGP C.
»
;; 'm‘: 1.
i
¥
:S
K
!
B O oy et o, o 2t e T T e e e e e e e T T e e e s STV
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APPREDIX 2

TEST VIOLATIONS: FIRST 0 PAILURES.

BTC.

TEST SUMBARY STATISTICS: JOINT INDEPERNDENCE.

A X B IFDEPENDENT OF C

THR VALURS PRINTED BELOW INDICATE THE DEGREE T0 WHICH
THR AXIONS ARE BEING FIT BY THE DATA.
SBE THE “CJSCAL®™ HANDBOOK FPOR A DETAILED EBXPLANATION.

NUMBER PERCENT PERCENT SIGNIP
OBSERVED EBXIPECTED

BAXINUN TESTS POSSIBLE: 108.0

TOTAL TESTS: 108.0
SUCCRSSES: 98.0 0.907%82555000
PAILURES: 10.0 0.093%ss5550500 5505008

JOINZ-INDEPENDEECE: PFACTOR C IS THE OUTSIDE PACTOR.

a, B or <cC W= 0.937
c or a, B W= 0.753
PEST SURNARY STATISTICS: JOINT INDEPENDENCE.
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DATA BATRIX BRING CHECKED POR JOINT INDEPERDENCE:

B X C INDEBPREDENT OF 1A .

BLOCK: 1.

TRES? VIOLATIONS: PIRST 0 PAILURES.

TEST SUANARY STATISTICS: JOIRT INDEPENDENCE.

B X C INDEPENRDENT OF A

THE VALUES PRINTED BELOW INDICATE THE DEGREE 10 WHICH
THR AXIOHS ARE BEING PIT BY THE DATA.
SEE THEE ®CJSCAL®™ HANDBOOK POR A DETAILED EXPLANATIOR.

NUNMBER PERCENT PERCENT SIGNRIP
OBSBRVED EXPECTED

------------------

page &8

BAXIBRUN TESTS POSSIBIE: 108.0
TOTAL TESTS: 108.0
SUCCEBSSES: 100.0 0.926%8%%8%08s
PAILURES: 8.0 0.078 5255 E2B SR BES %D
T g ""'-"w-' e e T e e e e ;._- A e S e
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APPERDIX 2

JOINT-INDEPENDENCE: PACTOR A IS THE OUTSIDRE PACTOR.
B, C or A ¥ = 0.956
A Or B, Cc = 1.000

TEST SUMBARY STATISTICS: JOIBT INDEPENDENCE. -

DATA HATRIX BREING CHECKED FOR JOINT INDEPENDENCE:

C X A INDEPENDENTX OF B .

BLOCK : 1.

TEST VIOLATIONS: PFIRST O PAILURES.

EXC.’

TEST SUMNARY STATISTICS: JOINT INDEPENDERCE.

€C X A INDEPENDRNT OF B

THER VALUBS PRINTED BELOW INDICATE THE DEGREE T0 WHICH
THEE AXIONS ARE BEING PFIT BY THE DATA.
SERE THE ®CJSCAL® HANDBOOK FOR A DETAILED EXPLANATION.

BUNBER PBRCENT PERCENT
OBSERVED EXPECTED

SIGHI?

BAXINON TESTS POSSIBIR: 108.0

TOZAL TESTS: 108.0
SUCCESSES: 94.0 0.870%s%ss028
MILORES: %m.0 0130532000008 0280885%

'''''''''''
.
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APPENDIX 2

JOINT-INDEPENDERCER: PFACTOR B IS THB OOUTSIDE FACTOR.

C., A or B = 0.919
B OF C., A B = 1.000
TEST SUBRARY STATISTICS: DISTRIB CANCELLATION.

ZACTOR A IS THE OUTSIDE PACTOR.

DISTRIBUTIVE CANCELLATION

TEE VALURS PRINTED BELOW INDICATE THE DEGREE TO WHICH

THE AXIOHS ARE BEING PIT BY THE DATA.

SEE THE "CJSCAL®™ HANDBOOK FOR A DETAILED EXPLANATION.

BUBBER PERCENT PERCENT SIGNIPF
OBSERVED EXPECTED

BAXINUN TESTS POSSIBIR: 283.0

TOTAL TESTS: ' 280.0
SUCCESSES: 200.0 1.000%¢2228828
FAILURES: 0.0 0.0 ®Ssesssssitsttse

TBEST SUBBARY STATISTICS: DISTRIB CANCELLATION.
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APPREDIX 2 page 51

PACTOR B IS TRE OUTSIDE PACTOR.

DISTRIBUTIVE CANCELLATION

PAE VALUES PRINTED BELOW INDICATE THE DEGREE T0 WHICH
THE AXIONS ARE BEING PIT BY THE DATA.
SER THE *CJSCAL®™ HANDBOOK POR A DETAILED EXPLANATION. J

NOUNBER PERCENT PERCEET SIGEIP
OBSERVED EXPECTED

BAXINUE TESTS POSSIBIEB: 283.0

TOTAL TESTS: 231.0
SUCCBSSES: 231.0 1.000e52558%8
PAILDRRS: 0.0 0.0 TS SEBRURLLEERSES

TEST SUNBARY STATISTICS: DISTRIB CANCELLATION.

FACIOR C IS TRE OUTSIDE FACTOR.

DISTRIBUTIVE CANCELLATION

THR VALUES PRINTED BELOW IEDICATE THE DEGRER T0 WHICH
THER AXIONS ARE BRING PIT BY THE DATA.
SER THE *CJSCAL®™ HANDBOOK POR A DETAILED EXPLANATION.

NUNBER PERCENT PRRCENT SIGNIPF
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APPREDIX 2 page 52 ‘
|

OBSERVED EXPECTRED

BAXINON TESTS POSSIBIRE: 283.0
TOTAL TESTS: 221.0

SUCCRESSES : 221.0 1.000%s2exs00% -
MILORES: 0.0 0.0 s resss
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APPERDIX 2

[P

Al

PiiH]

3 ]

"

e L)

4
»

P

¥

DATA BATRIX: BLOCK 1.

NATRIX BLOCK N0, =

ane

~prpl
e
W=

snvay

5.00 15.00
6.00 18.00
19.00 26.00

VALUBS FOR DOING COMJOINT SCALING:

e

= 3
PARANETER

:
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APPRNDIX 2

NP - NUBBER OF PFACTORS IN THE DESIGHN
B - TOTAL BUMBER OPF LEVELS OP ALL PACTORS
NBLKS — NUBBER OF BLOCKS IN THE DESIGHN
ITRLIA -~ NAXINUN NUMBER OF ITERATIONS ALLOWED

ITIES — ARE TIES 1IN DATA 70 BE LEFT AS TIES?
LABEL - ARE LABELS PROVIDED BY THE USER?

EPUE - IS FIFAL SCLUTION TO BE PUNCHED ON CARDS?
LASTIT - IS SOLUTION PROM LAST ITERATION TO BE USED? IES
HREVR - IS INPUT DATA TO BE REVERSED?

IPLOT - IS A PLOT OF THE FIT T0 BE MADE?

IRAR - RANDON NUMABER POR STARTING THE ABALYSIS
CRITR - BININUM INPROVEAENT CRITERION

START - CONSTAET TO BE ADDED TO SCALE VALUBES

RANDON STARTING CONPIGURATION:

0.452
0.123

DATA HATRIX:

0.392
0.9
SUBJECT/REPLICATION NO.

0.280
0.808

BLOCK STIE LEVELS OF PACTIORS

’ ,‘.,,.’, -~
g Wy o Py
b ¥

L) L)
1 2
1 3
1 L
1 5
) 6
7 7
1 8
1 9
1 0
7 L)
L) 122
1 13
L) L L
) 15
L) 16
1 LY
L) L1

1.0
1.0
1.0
1.0
1.0
1.0

OQ??QO
(-N-X-X-X-X-N-]

« e~
LIPS

0.0
0.0
0.0
0.0
0.0
0.0
0.0
¢H

..........

0.0 1.0 0.0
0.0 1.0 0.0
0.0 1.0 0.0
0.0 0.0 1.0
0.0 0.0 1.0
0.0 0.0 1.0
0.0 0.0 0.0
0.0 0.0 0.0
0.0 0.0 0.0
0.0 1.0 0.0
0.0 1.0 0.0
0.0 1.0 0.0
0.0 0.0 1.0
0.0 0.0 1.0
0.0 0.0 1.0
9.0 0.0 0.0
0.0 0.0 0.0
0.0 0.0 0.0

..........
-----------

0.158
0.177

1
0.0 1.0
0.0 0.0
0.0 0.0
0.0 1.0
0.0 0.0
0.0 0.0
1.0 1.0
1.0 0.0
1.0 0.0
0.0 1.0
0.0 0.0
0.0 0.0
0.0 1.0
0.0 0.0
0.0 0.0
1.0 1.0
1.0 0.0
1.0 0.0

-

'''''''

3

9

7
60
(]
IBS
NO

| 1)

B0
76655659
0.00001
0.0

0.828

0.0
1.0
0.0
0.0
1.0
0.0
0.0
1.0
0.0
0.0
1.0
0.0
0.0
1.0
0.0
0.0
1.0
0.0

0.0
0.0
"o
¢.0
o.o
1.0
0.0
0.0
1.0
0.0
0.0
1.0
0.0
0.0
1.0
0.0
o.o
1.0
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2.0
1.0
5.0
8.0
3.0
6.0
13.0
1.0
12.0
9.0
8.0
15.0
21.0
10.0
18.0
22.0
16.0
19.0

..................

-




APPERDIX 2

o ee o e
N
W

ITERATIOR

BovoNaneswne

0 0.0 1.0 1.0
0 0. 1.0 1.0
0 0.0 1.0 1.0
0 0.0 1.0
0 0.0 1.0
0 0.0 1.0
0 0. 1.0
0 09 1.0
0 0.0 1.0
TIVE COMPUTATIONS
THETA TAD
0.69915 0.13390
0.09606 0.66952
0.03720 0.85185
0.03816 0.76068
0.08278 0.83476
0.08127 0.76068
0.08091 0.81766
0.08118 0.79487
0.08079 0.81766
0.086127 0.81766
0.08064 0.81766
0.08031 0.81197
0.08008 0.82336
0.03968 0.80627
0.03955 0.82336
0.03920 0.81197
0.03909 0.82906
0.03878 0.81766
0.03869 0.82906
0.03882 0.81766
0.03838 0.82906
0.038 0.81766
0.03808 0.8296
0.03783 0.81766
0.03777 0.82906
0.03758 0.81766
0.03753 0.82906
0.0373 0.81766
0.03732 0.82906
L V37TT? 0.81766
0.03713 0.82906
0.03699 0.81766
0.0369 0.82906
0.03608 0.81766

0.0
0.0
0.0
0.0
o.o
0.0

o.o
0.0
0.0
1.0
1.0
1.0
o.o
0.0
0.0

aOO0O000C
¢ 0o 0 0 8 0
-N-N_-N-N-N-N-]

- wh
)
(— N -]

1.0
0.0
0.0
1.0
0.0
o.o
1.0
o.o
0.0

0.0
1.0
0.0
0.0
1.0
0.0
0.0

0.0

0.0
0.0
1.0
0.0
0.0
1.0
o.o
0.0
1.0
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4.0

7.0
20.0
24.0
17.0
25.0
27.0
23.0
26.0

e b e

RIRADYEY P




.........................

0.03681
0.036
0.03667
0.03657
0.03654
0.03645
0.036a3
0.036
0.03632
0.03625
0.03623
0.0361%
0.036
0.03608
0.03607

0.82336
0.81766
0.82336
0.817266
0.82336
0.83476
0.82336
0.83476
0.82906
0.83476
0.82906
0.81766
0.82906
0.83476
0.82906

.......
.........

SCALE VALUERS BELOW ARE PRINTED PROM ITERATION NO. 49.

VARIABLE

VONONEWN-

ADDITIVE SCALE

STIin:

SBoowovewna

TINEY
TIAR2
TINR3
EPFORT 1
EPPORT2
BFPFORT3
STRESS1
STRESS2
STRESS3

LBVELS

| L) N I QO W Qg W g e
D WWWNNNNSs e

ADDITIVE
BODEL

0.53627
0.06835
-9.33720
0.539M5
0.00231
-0.374803
0.02237
0.83457
-0.09924

VALUES PFOR

NoWNaWwNasWh=

..................

.............
........................

ADDITIVE MULTIP
RESCALED BODEL
91.02934 1.70961
88.23808 1.07078%
3.68282 0.71377
91.34785 1.71507
37.63358 1.00231
0.0 0.68796
39.64011 1.02263
80.85989 1.545830
27.479% 0.90553
27 STINOLI.
STANDARD RESCALED
1.09809 190.85530
1.51029 232.07501
0.97648 178.694834
0.56095 137.158 104
0.97315 178.36084
0.43934 128.98006
0.18461 99.50754
0.59681 180.72733
0.06300 87.34653
0.63018 148.06404
1.04238 185.28384

------------
...............................
. [
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PEEDIX 2

WWWwWiNNNNMN

Runnsunsssssnnecs

gwwwwu

27.000

26.000
25.000
28.000
23.000
22.000
21.000
20.000
19.000
18.000
17.000
16.000
15.000
14.000
13.000
12.000
11.000
10.000
9.000
8.000
7.000
6.000
5.000
8.000
3.000
2.000
1.000

WWWINNNDadWWWINNN

WNSWNSWNSWNSWNaSW

-0.689
-0.810
-0.438
-0.313
°° .217
-0.283
0.093
0.103
~0.405
-0.029
0.100
0.129
0.509
0.225
0.185
0.063
0.597
0.505
0.630
0.561
0.637
0.839
0.976
1.082
0.973
1.098
1.510

.....

.....

0.50857
0.09304
0.50524
-0.02857
-0.28330
0.12890
-0 .804891
0.22863
0.63683
0.10302
=0.31252
0.09968
-0.43413
-0 .68885
-0.27665
-0.81046

131.90308
90.34985
131.56956
78.18884
52.71628
93.93607
80 .55527
103.50885
188 .72865
91.34785
49.79459
91.01437
37.63358
12.16102
53.38080
o.o

8§ PREDICTIONS SORTED BY DEPENDENT.

........

BLOCK NO.

LS

........
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o
PREDICTIVE CAPABILITY = 9.117 PERCENT ]J
OR = 90.883 IF DATA ARE IN REVERSE ORDER. )
]
END OP ROMSETRIC SCALING ANALYSIS. T
END SVAT. ]
g
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% 0SU VERSION 2.0 ;
i APRIL, 1983
THOMAS E. NYGREN

DEPARTHRET OF PSYCHOLOGY
OBRIO STATE UNIVERSITI
804C W. 177H AVENUE
COLUABUS, ORIO

TITLE: EXAMPLE NO. 1.
PITLE: 27 STINULI. 3X3x3 DESIGE. RANDOB DATA. (76655659).
TITLE: 1 RABK SUBJECT. STIMULI ARE IN THE NATURAL ORDER.

POREAT PFOR READING IN DATA =
(37.2)

INITIAL PARANETERS POR ABALYSIS:

IAX -~ ARE TESTS OF AXIOES TO BE HADR? YES
JICOE - IS A CORJOINT SCALING T0C BE DONE? IBS
BP - NUBBER OF FACTORS IN THE DESIGHE 3
EBLKS ~ NUBBER OF BLOCKS IN THE DESIGN L)
PREP -~ BUMBER OF DATA MATRICES TO BE SCALED L
PLAG — IS THERE BORE THAN ONE OBSERVATION PER CELL? ¥0
INTYP - NETHOD FOR READIRG IN DATA MATRICES IS: -2
BNPTY -~ BISSING DATA CUTOPPF VALUE IS: 0.0
OVRD — ARE SUBJECTS DATA TO BE AVERAGED REGARDLESS? YES
JUBIT - UNIT NUNBER FOR INPUT OF DATA 5
BCARD ~ NUNBER OF TITLER/DESCRIPTION CARDS USED 3
PRINT -~ HAX NUMBERR OF VIOLATIONS TO BE PRINTED 0

SUPPRESS PRINTING OF CELL VIOLATIONS? IBS

- HNUNBER OF DINENSIONS: DIN (1) DIN(2) DIE(3) DIN(R) DIA(S)
3 3 3 0 0

I SR TORPIIAIIIIIE

PARANETERS PFOR AXION TESTING PROCEDURE:

AXIDBRS T0 BB TESTED: AXTEST1 AXTEST2 AXTEST3 AITESTA AXTESTS
(INDEP) (DBLCAN) (JIRDEP) (DSTCAN) (DDCAN)
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By .
& APPENDIX 2 : page 60 -
3 '
E
YES 1S YES YES O ]
DISTLY(1) DISTLV(2) DISTLV(3) DDSTLV(1) DDSTLV(2) DDSTLY(3) ;
¢ YES YES YES ¥o ¥O ¥0 <
AVERAGED DATA PROM AVERAGING PROCEDURE: BLOCK 1. A
34 BLOCK STINULUS  AVERAGE VALUE :
-‘;‘ 1 ) 1.00 !
A ’ 2 %.00 g
1 3 7.00
P 1 8 3.00 3
X 1 s 10.00 ]
3 1 6 17.00
1 7 11.00
E; 1 8 16.00
‘ 1 9 23.00
Y 1 10 2.00 g
'y 1 " 9.00 -
, 1 12 14.00 -
¢ 1 13 - 6.00
' 1 " 18.00 j
1 15 : 28 .00 ]
] 1 6 12.00
1 7 19.00 .-4
1 18 26.00 B
2 1 19 5.00
’ 1 20 15.00
. 1 29 20.00 ﬂ
B 1 22 8.00
¥ 1 23 21.00
: 1 28 25.00
3 1 25 13.00
: 1 26 22.00
. 1 27 27.00 7
3 DATA BATRIX BEING CHECKED FOR AXION VIOLATIONS. 2
3 BLOCK 1. REPLICATION 1 OF 1.
b3

¥ 5

/ BATRIX BLOCK NO. = 1 C=1
' A= 1 2 3
% B =1 1.00 8.00 7.00
* ' = 2 3.“ 10.00 17.00
B=3 11.00 16.00 23.00

D
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APPEEDIX 2 page 61
%
R - c=2
A= 1 2 3
" B =2 6.00 18.00 28.00
24 B=3 12.00 19.00 26.00
P
. C=3
,. A= 1 2 3
b B =1 5.00 15.00 20.00
B =2 8.00 21.00 25.00
B=3 13.00 22.00 27.00
PEST SUNBARY STATISTICS: INDEPENDENCE.

A INDEPENDENT OF B AND C

TRE VALUES PRINTED BELOW INDICATE THE DEGREE TO WHICH
THE AXIONS ARE BEING FIT BY THE DATA.
SEE TAE “CJSCAL™ RANDBOOK POR A DETAILED EXPLANATIOR.

2l 2

RUBRBER PERCERT PERCENT SIGRIPF
OBSERVED EXPECTED

BAXINON TESTS POSSIBIR: 108.0

TOTAL T3S?S: %08.0
SUCCESSES : 108.0 1.0009sss800s
MILURES: 0.0 0.0 *esssssssessatsss

,

INDEPREDENCE: PACTOR C IS THER OUTSIDE PACTOR.
L) 2 3

5 et o I Rl ek Al R R P % 4 e "d_"w_"w
A g PRy "t -,"*l "
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APPENDIX 2
B or A 1.000 1.000 1.000
A oOF B 1.000 1.000 1.000
TEST SURBARY STATISTICS: INDEPENDENCE.
B INDEBPRNDEET OF C AND A

THE VALUES PRINTED BELOW INDICATR TRE DEGREBE TO WHICH
THEE AIIONS ARBR BRING PIT BY THE DATA.
SER THE "CJSCAL®™ HANDBOOK FOR A DETAILED EXPLAEATION.

NUNBER PBRCENT PERCBNT SIGHNIP
OBSERVED BXPECTED -

BAXINON TESTS POSSIBIE:
TOTAL TESTS:

SUCCESSES:

PAILURES:

INDEPEEDENCE: PACTOR

1

C or B
B OrF Cc

C INDEPENDENT OP A

1.000
1.000
TEST SUHEARY STATISTICS:

108.0
108.0
108.0

0.0

1.0008ssss222s
0.0 eSS EEESREESS

IS THE OUTSIDE PACTOR.

2
1.000
1.000

INDEPENDENCE.

3

1.000
1.000

TAR VALUES PRINTED BELOV INDICATE THE DEGREE T0 WHICH

THB AXIONS ARE BEBING PIT BY THE DATA.

...............
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APPREDIX 2 page 63

SER THE "CISCAL®™ RANDBOOK FOR A DETAILED EBXIPLANATION.

NUBBER PRERCEET PRRCENT SIGNIPF
OBSERVED EXPECTED

BAXINUN TERSTS POSSIBIE: 108.0

TOTAL TRESTS: 108.0
SUCCRBSSES: 108.0 1.0008%ss5s558
FAILURBS: 0.0 0.0 **82285%8eREReEe

IBDEPEEDENCE: PACTOR B IS THE OUTSIDE PACTOR.

1 2 3
A OF C 1.000 1.000 1.000
cC or | 1.000 1.000 1.000

TEST SUBBARY STATISTICS: DOUBLE CANCRLLATION.

DATA BATRIX BRIRG CHECKED FOR DOUBLE CANCELLATION: BLOCK 1.

DOUBLE CANCELLATION I¥N A X B .
TEST VIOLATIONS: PFIRST O PAILURES.

BIC.
TEST SUNBARY STATISTICS: DOUBLE CANCELLATION.

DOUBLE CANCELLATION IN A X B

THER VALUES PRINTED BELOW INDICATE THE DEGRER T0 WRICH
THR AXIOBS ARE BBING FIT BY THE DATA.
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sl APPHEDIX 2 page 684 4
£ k
e 3
SER THE ®CJSCAL®™ HANDBOOK POR A DETAILED EXPLANATION. 4

) :
NUNBER PERCENT PERCENT SIGNIP 4
¥ OBSERVED EXPECTED

7
2 BAXINUM TESTS POSSIBLE: 3.0 :
B POTAL TESTS: 3.0

& SUCCESSES: 2.0 0.667*s3ss203s

‘ PAILURES: 1.0 0.333%sss0 6 ks sE ks

4 81

TEST SUHNARY STATISTICS: DOUBLE CANCELLATION.

iy Pt

| ¥ Sy

..
e [

DOUBLE CABCELLATION IN B X C

;,‘;:'1 : ».i! ; ’;‘
I'i I a v,

% THE VALORS PRINSTED BELOW INDICATE THE DEGREE TO WEICH
b THE AXIONS ARE BEING PIT BY THE DATA. 3
3 SEE THE *CJSCAL® EANDBOOK POR A DETAILED EXPLANATION. ]
d
| SUNBER PERCENT PERCENT SIGNIP ?
: OBSERVED EXPECTED -
BAXINGE TESTS POSSIBIR: 3.0
TOTAL TESTS: 2.0
SUCCRSSES : 2.0  1.000%ssesesee -
:’ PAILDRRS: 0.0 0.0 2 33t 21232t ttdt) :
“ TRST SUBEARY STATISTICS: DOUBLE CANCELLATION. -i

DOUBLE CANCBLIATION IN C X A

RS s
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ABCENDIX 2

'TEE VALURS PRINTED BELOW INDICATE THE DEGREE TO WHICH
‘THE AXIONS ARE BEING PIT BY THE DATA.

SEE THE *CJSCAL®™ HANDBOOK FOR A DETAILED EXPLANATION.

BUMBER PERCERT PERCENT SIGHIP
OBSERVED EXPECTED

BAXINUE TESTS POSSIBIR: 3.0

TOTAL PEBSTS: 2.0
SUCCESSES : 2.0 1.000 58888850
PAILDRES: 0.0 0.0 S555558088550888%

TEST SUBBARY STATISTICS: JOINT INDEPENDENCE.

'DAYA NATRIX BEING CHECKED POR JOINT INDEPENDENCE:

A X B INDEPENDENT OF C .
BLOCK : 1.
TESY VIOLATIONS: PFIRST 0 PAILURES.

BXC.

TEST SUNSARY STATISTICS: JOINT INDEPEMNDENCE.

A I B INDERENDEET OPF C

page 65
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APPENDIX 2 page 66
| THE VALUES PRINTED BELOV INDICATE THE DEGREE TO WHICH ]
d ~ TRE AXIONS ARE BEING PIT BY THE DATA.
: SER TEE ®CJSCAL® HANIBOOK POR A DETAILED EXPLANATION. e
NOMBER PERCENT PERCENT SIGNIP =
N OBSERVED EXPECTED X
BAXINUS TESTS POSSIBLE: 108.0 n
) 2OTAL TESTS: 108.0
SUCCBSSES : 102.0  0.984ssssesssx

FAILURES: 6.0 0.056%ss5s000000055 008

e
Rl
Al -

PUS -

A

JOINT-INDEPENDENCE: PACTOR 'C IS THE OUTSIDE PACTOR.

A, B oOF Cc W= 0.963
c or A, B B = 1.000
TEST SUHNARY STATISTICS: JOINT INDEPENDENCE.

DATA EATRIX BEING CEECKED FOR JOINT INDEPENDENCE:

B X C INDEPREDENT OP 1A .

BLOCK: 1. ]

TEST VIOLATIONS: PIRST O PAILURES. N
m. ‘:'

' PES? SUNNARY STATISTICS: JOINT INDEPESDENCE. .1
1
]
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s . P -
S I.<. Ch e
T AR W el

B X C INDEPENDENT OF A

‘}.“‘ ;_;J. [.. "

THE VALUERS PRINTED BELOW INDICATE THE DEGREE TO WHICR
! THR AXIONS ARE BEING PIT BY THE DATA.
SER THE *CJSCAL®™ HANDBOOK FOR A DETAILED EXPLABATION.

Vi

:l\l’.“‘,. s
; LT R

NUEBER PERCEKT PERCEET SIGNIP
OBSERVED EXPECTED

| DROOIAN 1

BAXIAUN TESTS POSSIBI.I. 108.0

TO0TAL TESTS: 108.0
SUCCRSSES: 102.0 0 .98 %0088 00 %
PAILBRES: 6.0 . 0.056%ssss2sess2essss

1""‘/.“

JOINT-INDEPREDENCR: PACTOR A IS THE OUTSIDE FACTOR.

B, c or a = 0.967 it
A or B, c = 1.000
TEST SUBBARY SPATISTICS: JOINT INDEPENDENCE.

DATA NATRIX BEING CHICKED POR JOINT INDEPENDENCE: 2

€ X A IVDEPEEDERR OF B .
BLOCK: 1.

TEST VIOLATIONS: PFIRST O PAILURES.

WA
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TEST SUBBARY STATISTICS: JOINT INDEPENDENCE.

C X A INDEPEEDEET OF B

THE VALUES PRINETED BELOW INDICATE THE DEGREE TO WHICH
THE AXIONS ARE BRING PIT BY THE DATA.
SEE THE “CJSCAL®™ HANDBOOEK FOR A DETAILED EIPLANATION.

MONBER PERCENT PERCENT SIGNIY
OBSERVED EXPECTED

BAXINUE TESTS POSSIBIE: 108.0
POTAL TESTS: 108.0
SOCCRSSES: 100.0 0 .926 50050208

MILURES: 8.0 0.073 5282850080008 8%

JOINT-INDRPRENDENCR: PACTOR 3 IS THE OUTSIDE PACTOR.

3 OF C., A = 1.000
TES? SUNBARY STATISTICS: DISTRIB CANCELLATION.

PFACTOR A IS TBE CUTSIDE PACTOR.
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APPEEDIX 2

DISTRIBUTIVE CANCELLATIONR

THE VALUES PRINTED BELOW INDICATE THE DEGREE 70 WHICH
TRE AXIOHNS ARE BERING PIT BY THE DATA.
SEE THE ®CJSCAL®™ HARDBOOK FOR A DETAILED EXPLANATION.

NUABBR PEBRCENT PERCERT SIGEIP
OBSERVED EBXPECTED

BAXINOE TESTS POSSIBIR: 243.0

0TAL TESTS: . 280.0
SUCCESSES: 280.0 1.0005s2s5582
PAILURES: ' 0.0 0.0 SsssEREseRSSEEER

TEST SUBNARY STATISTICS: DISTRIB CANCELLATION.

PFACYOR B IS THE OQUTSIDE PFACTOR.

DISTRIBUTIVE CANCELLATION

"2HER VALUES PRINSTED BELOE INDICATE THE DEGREE T0 WBICH
THE AXIOHNS ARE BEING PIT BY THE DATA.
SER THRE ®CJSCAL®™ HANDBOOK POR A DETAILED EXIPLANATION.

BUBBER PERCEET PERCENT SIGNIP
OBSERVED EXPECTED

page 69
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APPENDIX 2 page 70

L
oy

BAXINUN TESTS POSSIBIRE: 283.0

TOTAL TESTIS: 231.0
SUCCESSES : 231.0 1.000 s s228054
PMAILURES: 0.0 0.0 *EEBEEEEBLEEESERES

TEST SUMMARY STATISTICS: DISTRIB CANCELLATION.

PACTOR C IS THE QUTSIDE PACTOR.

i .

DISTRIBUTIVE CANCELLATION

THE VALUES PRISTED BELOW INDICATE THE DEGREE T0 WHICE 4
THE AXIONS ARE BEING PIT BY THE DATA.
SEE THE “CJSCAL® HANDBOOK POR A DEPAILED EXPLANATION.
NUSBER PERCENT PERCENT SIGEIF -
| OBSERVED EXPECTED =
BAXINOS TESTS POSSIBIE: 243.0 5
TOTAL TES?S: 224.0
SUCCESSES : 220.0  1.000ssesessss
PAILDRES: 0.0 0.0 »esssesesssssesss
o
.
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APPRNDIX 2

DATA BATRIX: ‘BLOCK 1.

HATRIX BLOCK X0

A= 1
B =1 1.00
B=2 3.00

A= 1
B =1 2.00
B=2 6.00
B=3 12.00

A= 1
B = 5.00
B = 8.00
B =

PARANER?

= 1

2
8.00
10.00
16.00

9.00
18.00
19.00

2
15.00
21.00

1
2
3 13.00 22.00 27.00
ER VALUES FOR DOING COBRJOINT SCALING:

7.00
17.00
23.00

14.00
24.00
26.00

3
20.00
25.00

page 7%
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DEPARTHMENT OF PSYCHOLOGY
OHIO STATE UNIVERSITY
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: BP -~ NUMBER OPF FACTORS IN THE DESIGY 3
& A = TOTAL BUNBER OF LEVELS OF ALL FACTORS 9 :
,% BBLKS - NUABER OF BLOCKS IN THE DESIGE ) | B
?; ITRLIBR - BAXINUS BUMBER OF ITERATIONS ALLOWED 60

ITIBS - ARE TIRS IN DATA TO BE LEPT AS TIRERS? ) 4]
i JABEL ~ ARE LABRLS PROVIDED BY THE USER? RS v
X HPUN - IS FINAL SOGLUTION TO BRE PUNCHED OB CARDS? RO
:§ LASTIT -~ IS SOLUTIOE PRON LAST ITEBRATION TO BE USED? IES g
.§ BREVR - IS INPUT DATA TO BE RRVERSED? | {4] b
M IPLOT - IS A PLOT OF THE PIT TO BE HADE? | [o] R

IRAB - RANDOE BUNBER POR STARTIEG THE ANALYSIS 76655659
;‘ CRITR - BININUE IBRPROVEEEET CRITERION 0.00001
% START -~ CONSTABT T0 BE ADDED T0 SCALR VALURS 0.0
3
)
3
‘ RANDOE STARTING CONFPIGURATION:
: .
4
0.852 0.392 . 0280 0.158 0.824

0.123 0.919 0.808 0.177

. DATA BATRIX: SUBJECT /REPLICATION NO. 1

~
2.

BLOCK STIN LEVELS GF PACTORS

.0 0.0 0.0 1.0 0.0 0.0 1.0 0.0 0.0 1.0 j
.0 0.0 0.0 .0 0.0 0.0 0.0 1.0 0.0 2.0
1.0 00 0.0 1.0 0.0 0.0 0.0 0.0 1.0 5.0
.0 00 0.0 0.0 1.0 0.0 1.0 0.0 0.0 3.0
.0 0.0 0.0 0.0 %0 0.0 0.0 1.0 0.0 6.0
.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 1.0 8.0
.0 0.0 0.0 0.0 0.0 1.0 1.0 0.0 0.0 1.0
1.0 0.0 0.0 0.0 0.0 1.0 0.0 1.0 0.0 12.0
.0 00 0.0 0.0 0.0 1.0 0.0 0.0 1.0 13.0 >
0.0 0 0.0 1.0 0.0 0.0 1.0 0.0 0.0 4.0 -3
11 0.0 10 0.0 3.0 0.0 0.0 0.0 1.0 0.0 9.0
‘2 °.° ‘ -o ° .0 1.0 0 .0 0.0 0 .0 °.° ’ .0 ‘5.0
3 0.0 1.0 0.0 0.0 1.0 0.0 1.0 0.0 0.0 10.0
"w 0.0 106 0.0 0.0 .0 0.0 0.0 1.0 0.0 18.0
15 0.0 10 0.0 0.0 1.0 0.0 0.0 0.0 1.0 21.0
16 0.0 10 0.0 0.0 0.0 1.0 1.0 0.0 0.0 16.0
17 0.0 1.0 0.0 0.0 0.0 1.0 0.0 1.0 0.0 19.0
% 0.0 .0 0.0 0.0 0.0 1.0 0.0 0.0 1.0 22.0

e

Svovovsuwne

L)
1
1
1
L)
L)
L)
1
L)
3
L)
1
L)
1
1
1
L)
1
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3 APPEEDIX 2 page 73
&

1 19 0.0 0.0 1.0 1.0 0.0 0.0 1.0 0.0 0.0 7.0
1 20 0.0 0.0 3.0 %0 0.0 0.0 0.0 1.0 0.0 1.0
a0 1 21 0.0 0.0 9.0 1.0 0.0 0.0 0.0 0.0 1.0 20.0
% 1 22 0.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0 0.0 17.0
1 23 0.0 0.0 1.0 0.0 3.0 0.0 0.0 1.0 0.0 2&.0
1 28 0.0 0.0 3.0 0.0 1.0 0.0 0.0 0.0 1.0 25.0
}"" 1 25 o.o o.o 1.0 o.o 0.0 ‘.0 1.0 o.o 0.0 23.0
1 26 0.0 0.0 1.0 0.0 0.0 1.0 0.0 1.0 0.0 26.0
. 1 22 0.0 0.0 1.0 0.0 0.0 1.0 0.0 0.0 1.0 27.0
..4 BISTORY OF ITERATIVE CONPUTATIONS
_ TTERATION THETA U
N
) 0.85855 0.36182
2 0.05190 0.78917
3 0.0278%% 0.86895
8 0.03871 0.86895
3 0.0353% 0.880384
6 0.0321% 0.86325
7 0.03515 0.8917%
8 0.03193 0.86325
9 0.03252 0.88034
1 0.03193 0.84615
" 0.03150 0.88038
12 0.03180 0.8%615
13 0.03097 0.88034
" 0.03070 0.86325
| 15 0.03063 0.8803%
% % 0.03028 0.84615
) ” 0.0302 0.88034
18 0.03003 0.86325
gg 19 0.02978 0.8803%
: 20 0.02962 0.88615
21 0.02951 0.8803%
- 22 0.02932 0.86325
] 23 0.02930 0.8803%
: 28 0.02898 0.84615
? 25 0.029M™ 0.8974
;3 26 0.02879 0.86325
27 0.0289% 0.88034
28 0.02848 0.88615
5 29 0.02887 0.89744
& 30 0.02337 0.86325
31 0.02853 0.88034
. 32 0.02820 0.86325
ﬁ 33 0.02846 0.897a%
3 0.02809 0.86325

......... : AR IR
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0.02822
0.02792
0.0288
0.02783
0.0279
0.02769
0.02793
0.02761%
0.027
0.02749
0.02773
0.02743
0.02756
0.02732
0.02755
0.02727
0.02780
0.0278
0.02740
0.02713

0.02726

0.02705
0.02727
0.02702
0.027W
0.0269%

0.88034
0.86325
0.89744
0.86325
0.8803%8
0.86325
0.89744
0.86325
0.88034
0.86325
0.89744
0.86325
0.88034
0.86325
0.897an
0.86325
0.88034
0.86325
0.897a8
0.86325
0.8803%
0.86325
0.89744
0.86325
0.8803%
0.86325

o e e e

.....

SCALE VALUES BELOW ARE PRINTED FRON ITERATION NO. 60.

VARIABLE ADDITIVE ADDITIVE HULTIP
BOIRL RESCALED HODEL
L TINR1 0.64196 98.04871 1.90020
2 TINB2 0.00820 34.27293 1.00421
3 TIBE3 -0.33853 0.0 0.71282
8 EPPORT1 0.44491 78.34 354 1.56034
$ EPFORT2 0.07085 80.93829 1.073532
6 EFPORTI -0.32282 1.57121 0.72a M
7 SIRBSS1 0.82791 76.64359 1.53404
8 STRESS2 0.06187 #0.03439 1.06376
9 SPRESS3 -0.07823 26.0301a 0.92875
ADDITIVE SCALE VALURS POR 27 STINULI.
STIn: 1L1BVELS STANDARD RESCALED

-----
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1 | 1 L 1.5UW77 225.83839

2 1 1 2 1.14868 188.82512

3 1 T 3 1.00863 174 .82089

8 L 2 1 1.18072 188.02919

S ) 2 2 0.7 62 151.62001

6 1 2 3 0.63458 137.41579

? T 3 1 0.74705 M8.66208

8 1 3 2 0.38095 112.05292

, 9 1 3 3 0.20091  98.08871

z«"‘; ° 2 1 L) 0.87701 161.65866

: n o2 1 2 0.51092  125.04948

_ ” 2 1 3 0.37088 111.08526

2 » 2 2 2 0.13687 87.64427

L -] 2 2 3 -0.00318 73.68003

% 2 3 1 0.10929 84 .88638

7 2 3 2 -0.25680 88.27719

, ) 2 3 3 -0 .39685 38.27293

" 9 3 1 L] 0.53028 127.38571

g 2 3 1 2 0.16819 90.77658

- 21 3 1 3 0.028135 76.77232

2 3 2 1 0.16023 89.98053

23 3 2 2 . =0.20586 $3.3713a

N 3 2 3 -0 .34590 39.36708

S 3 3 1 -0.23344 50.671343

7 % 3 3 2 -0.59953 18.00826
% 2 3 3 3 -0.73958 0.0

DEPENDENT & PREDICTIONS SORTED BY DEPENDENT.

BLOCK BO. 1.

27.000 -0.780 K
26.000 -0.600 .
if 25.000 -0.346 - R
: 28.000 -0.206 .
23.000 -0.233
22.000 -0.397
21.000 -0.003
20.000 0.028
o 19.000 -0.257
o 10.000 0.137
. 17.000 0.160
2 16.000 0.109
3 15.000 0.37%
8,000 0.168
13.000 0.201
12.000 0.381
11.000 0.787
10.000 0.503
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3 :
B

1,

a1

9.000 0.511
y 8.000 0.635
a 7.000 0.53a
i 6.000 0.778
S.000 1.009
8.000 0.877 -
‘B 2.000 1.189
| 1000 1515

PREDICTIVE CAPABILITY = 5.128 PERCENT
OR = 94.872 IP DATA ARE IN REVERSE ORDER.
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